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Abstract.
Content providers want to make recommendations across multiple

interrelated domains such as music and movies. However, existing
collaborative filtering methods fail to accurately identify items that
may be interesting to the user but that lie in domains that the user
has not accessed before. This is mainly because of the paucity of
user transactions across multiple item domains. Our method is based
on the observation that users who share similar items or who share
social connections, can provide recommendation chains (sequences
of transitively associated edges) to items in other domains. It first
builds domain-specific-usergraphs (DSUGs) whose nodes, users, are
linked by weighted edges that reflect user similarity. It then connects
the DSUGs via the users who rated items in several domains or via
the users who share social connections, to create a cross-domain-
user graph (CDUG). It performs Random Walk with Restarts on the
CDUG to extract user nodes that are related to the starting user node
on the CDUG even though they are not present in the DSUG of the
starting user node. It then adds items possessed by those users to
the recommendations of the starting node user. Furthermore, to ex-
tract many more user nodes, we employ a taxonomy-based similarity
measure that states that users are similar if they share the same items
and/or same classes. Thus we can set many suitable routes from the
starting user node to other user nodes in the CDUG. An evaluation
using rating datasets in two interrelated domains and social connec-
tion histories of users as extracted from a blog portal, indicates that
our method identifies potentially interesting items in other domains
with higher accuracy than is possible with existing CF methods.

1 Introduction
Recently, many content providers offer items across multiple inter-
related domains. For example, Amazon.com6 offers items in several
domains such as music, movies and fashions. To support such ser-
vices, effective recommendations over multiple domains are essen-
tial. Most content providers adopt methods based on collaborative
filtering (CF), which is a broad term for the process of recommend-
ing items to the active user, the one who is receiving the recommen-
dation, based on the intuition that users who access the same items
with the active user tend to have similar interests with the active user.
They measure the similarity of users from just the co-rating behav-
iors against items. As a result, they are apt to recommend the types of
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items that have already been accessedoften by the active user. For ex-
ample, if the user highly rates a horror movie (as an item), the typical
CF methods recommend items that were made by the same director,
performed by the same actors, or included in the same genre, hor-
ror. The paucity of users’ transactions across multiple item domains
ensures that existing CF methods will fail to recommend items in
domains that the user has not yet accessed. Even though the user has
interests in many domains, the interests of just a few domains will be
strongly emphasized. Thus, the recommendations created by existing
CF methods for him will be biased toward those few domains.

Though cross-domain recommendation is becoming more impor-
tant, few studies have addressed it. Bin and his co-workers analyze
users who take similar rating behaviors against items across sev-
eral item domains[9, 8]. Their method shares the knowledge that is
learned by using the rating datasets from multiple item domains even
when the users and items of these datasets do not overlap. Their eval-
uation, which used rating datasets of movie domains and those of a
book domain, shows that their method outperforms the method that
uses knowledge learned by using individual rating datasets in terms
of the accuracy of prediction results in each domain. However, their
method does not aim to predict user preference against items in the
domains that the user has not accessed before.

In this paper, we try to identify items of interest in domains that
the active user has not accessed before. It will a key tool for the con-
tent providers that want to offer items across multiple interrelated
domains, especially when they have a large rating datasets in some
domains while for some other domains they can collect only limited
rating datasets. For example, if the recommender system can recom-
mend many good non-Japanese music items to a user who has been
listening to only Japanese music items (and vice versa), the user may
widen his interests by accessing those items and enjoy more of the
pleasures available in the world.

For achieving the above goal, we take the following two ap-
proaches.

The first approach is based on the observation that users who share
similar items or who share social connections, can provide recom-
mendation chains (sequences of transitively associated edges[6]) to
items in other domains. Take rating web sites against Japanese mu-
sic items and non-Japanese music items for example. On one hand,
Japanese music and non-Japanese music have some correspondence
in terms of genre (both have similar genres such as “Rock” and “Pop”
though instances are actually different types of music artists.). While
the user sets are different from each other, they are the subsets sam-
pled from the same population (this assumption only holds for popu-
lar web sites) and so are expected to reflect similar social aspects[3].
Thus, our method first creates a domain-specific-user graph (DSUG)
whose nodes are users and sets weighted edges between user nodes
according to the similarity of users computed in each domain. It also
creates a social-based user graph (SUG); an edge is set between a pair
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of user nodes if they exhibit some social relationship. It then con-
nects DSUGs, created for different item domains, and the SUG via
the users who rate items in several domains or who have a social rela-
tionship, to create a cross-domain-user graph (CDUG). Next, it per-
forms Random Walk with Restarts (RWR)[10] on the CDUG from
the active user node and analyzes the frequency with which the walk
passes through nodes on the CDUG. It identifies users who are highly
related with the active node user even though they are located in do-
mains that the active user node does not lie in. Finally, it incorporates
items possessed by those identified users in the recommendations of
the active user.

Restricting the process of measuring similarity of users, computed
in each domain, to just the items shared by users means that the
number of similar users is relatively small. As a result, there are
few edges from such user nodes to other user nodes, and the walk
on the CDUG cannot transit many user nodes. This situation is of-
ten encountered when the walk on a CDUG crosses into a different
DSUG via nodes of users that have rated several items in different
item domains. For example, there are many users who have rated
many Japanese music items but few non-Japanese music items. If
the random walk enters from the DSUG created against Japanese
music items to the DSUG created against non-Japanese music items
via such user nodes, it is unable to transit to many user nodes in
the DSUG of the non-Japanese music domain. To set many realistic
routes from the active user node to other user nodes in other DSUGs,
we adopt the taxonomy-based approach in measuring the similarity
of users; the second approach of the paper. Taxonomies of items are
designed by the service providers to enable their customers to access
their preferred items easily. Thus, we consider that users who like an
item, are expressing a liking for the class that includes that item, and
our method reflects the rating of the user on an item to that of the
class that includes that item. Then, it can measure similarity of users
in each item domain by using not only co-rating behaviors against
items but also those against classes in the taxonomy.

We evaluate our method using the rating datasets of two differ-
ent item domains; implicit ratings against non-Japanese music artists
(as items) and those against Japanese music artists extracted from
blog entries in a blog portal. We also extract users’ social connec-
tion histories from the same blog portal to create a SUG. Next, we
create a CDUG by connecting the DSUGs created by non-Japanese
and Japanese datasets, and the SUG. We confirm that our method
identifies items in domains, which the active user did not access be-
fore, with higher accuracy than the method that predicts user prefer-
ence from a DSUG created from the mixed dataset; implicit ratings
against both non-Japanese and Japanese music artists. We also con-
firm that our taxonomy-based similarity measure is well suited for
creating DSUGs and achieves higher accuracy than existing similar-
ity measures including a previous taxonomy-based method[17].

The paper is organized as follows: we describe related works in
the next section and explain the background of our study. Next, we
explain how to create a CDUG by connecting DSUGs and a SUG,
to achieve cross-domain recommendation and how to measure the
similarity of users following the taxonomy of items. We then evaluate
our method using two different datasets and users’ social connection
histories. Finally, we conclude the paper.

2 Related Works
Several machine learning studies try to transfer the knowledge from
different domains to learn a classification model or a ranking model
in a target domain[9, 8, 15, 2]. However, to the best of our knowledge
only one group has tackled cross-domain recommendations over in-

terrelated item domains such as books and movies among those, Bin
et al.[9, 8], which was introduced in the above section. This is be-
cause there is not enough ratings of the user to be learned when we
focus on each user’s ratings, to predict item preference of a user in
a different domain. Our method can compute the recommendations
in a domain that the user has not accessed before even if he has few
rating datasets. However, it does need several users who rate items in
several different domains to compute such recommendations.

Some researchers have started to use random walks or RWR on
a graph to compute recommendations[4, 7, 16]. Konstas and his co-
workers used the dataset of last.fm7, which is one of the social net-
work services in the music domain, and created a graph combining
several different types of datasets including not only users’ item lis-
tening histories but also the social annotation against items and social
connections between users[7]. They confirmed that the graph model
approach is a natural and effective approach since it allows differ-
ent types of datasets such as social annotation and friendships to be
combined and used to predict user preference. Thus, we also take the
graph model approach to compute item preferences of the active user
by combining several rating datasets from several different item do-
mains. This represents, to the best of our knowledge, the first study
to use random walks on the CDUG to identify items in domains that
the active user has not accessed before.

Some CF researchers use a taxonomy of items to raise the accu-
racy of predicting user preference[17]. Their method was shown to
be useful when the transaction data of users was sparse. However, in
measuring user similarity, their method focuses only on classes that
include items rated by both users and their super classes. As a re-
sult, this method naively assumes that users who share many items
are highly similar with the user; those users may have many good as
well as many not so good items for the user. We improve the predic-
tion accuracy by measuring the similarity of users from a considera-
tion of the “width” of user interests against classes in the taxonomy
as we will explain in section 4.4. The authors in [13] assign a-priori
scores to the classes in the taxonomy of items, and compute the rela-
tionships between the scores assigned to different classes. They then
propagate those scores for a specific user to predict each user’s pref-
erence. Their method was also shown to be useful when the transac-
tion data of users was sparse. Their method lies outside the scope of
CF methods because they did not compute similarities of users. Un-
fortunately, their method is not suitable for identifying items in do-
mains that the user did not access before. It is because their method
can not identify items in classes that are far in the taxonomy, from
the classes that the user has accessed even if a compound taxonomy
that covers several domains is created by merging the taxonomies via
the root class of each.

3 Background

Our method extends CF and uses RWR to identify items in the do-
mains that the active user did not access before.

3.1 Collaborative Filtering

In computing the similarity of users, basic CF methods use the Pear-
son correlation approach[12] or the cosine-based approach[1].

If we define M as the number of items rated by users a and u, ra,Ii

is the rating value of user a for item Ii, and r̄a is the average value of
item ratings given by a, the Pearson correlation coefficient measures
the similarity S(a, u) between a and u according to equation (1) .

7 http://www.last.fm
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S(a, u) =

∑
M
i (ra,Ii − r̄a)(ru,Ii − r̄u)√∑

M
i (ra,Ii − r̄a)2

√∑
M
i (ru,Ii − r̄u)2

(1)

When we use the cosine-based approach, we set r̄a and r̄u as zero
in equation (1). The advantage of the Pearson correlation approach
is that it takes into account that different users might have different
rating schemes.

If we assume N is the set of users that are most similar to the
active user a, the predicted rating of a on item Ii, pa,Ii is obtained
by the following equation (2).

pa,Ii = r̄a +

∑N

u
(ru,Ii − r̄u)S(a, u)
∑N

u
S(a, u)

(2)

3.2 Random Walk with Restarts
In a graph, objects and their relationships can be represented as nodes
and weighted edges respectively, where weights denote relationship
strength. Measuring the relatedness of two nodes in the graph can be
achieved by using the RWR technique[10]. Starting from node a, a
RWR is performed by following a randomly selected link to another
node at each step. Additionally, at every step there is a probability,
α, that the walk restarts at a. Let p(t) be a column vector where
p
(t)
u denotes the probability that the random walk at step t proceeds

from node u. q is a column vector whose elements are set to zero;
only the element corresponding to a is set to one, i.e. q(a) = 1.
Also let A be the column-normalized adjacency matrix of the graph.
In other words, A is the transition probability table where element
A(u, v) gives the probability of v being the next node given that the
current node is u. The stationary probabilities for each node can be
obtained by recursively applying equation (3) until convergence, and
they give us the long-term visit rate of each node with a bias towards
the starting user node.

p(t+1) = (1 − α)Ap(t) + αq (3)

Therefore, p
(l)
a , where l is the state after convergence, can be con-

sidered as a measure of relatedness between nodes a and u. The time
spent in performing RWR on the graph is one problem, however a
fast RWR computation technique was proposed by Tong et al.[14].

4 Method
Our method starts by creating a cross-domain-user graph (CDUG).

4.1 Creating a cross-domain-user graph (CDUG)
We first connect domain-specific-user graphs (DSUGs) and a social-
based-user graph (SUG), to create a CDUG.

Suppose that we are given rating datasets in z related domains.
We denote a set of users, (Uz = u(z)

1, ..., u
(z)

nz ), make ratings on
items in the z-th item domain, where nz denotes the number of users.
Users may belong to several domains, however, we treat users in each
domain as different unique users. For example, a user u1 is denoted
as u(1)

1 in the first domain and u(2)
1 in the second domain. Items in

different domains are assumed to be independent. We also denote a
set of users who have social connections as Us = (u(s)

1, ..., u
(s)

ns),
where ns denotes the number of users in Us.

A DSUG of the z-th item domain is created by setting nodes as
users in Uz and weighted edges are assigned from user u(z)

i to u(z)
j

according to similarity of u(z)
i to u(z)

j . The similarity is measured
using the rating dataset in the z-th domain based on either the Pear-
son correlation approach or the cosine-based approach (see previous

section). In detail, we use similarity scores between users to build a
column-normalized adjacency matrix of the DSUG in equation (3).
Each row of values is linearly scaled up such that the maximum of
each row corresponds to 1 and the minimum of each row corresponds
to 0. The SUG is also created by setting nodes as users and weighted
edges are assigned from user node u(s)

i to u(s)
j according to the ac-

cess frequency of user ui to uj . The column-normalized adjacency
matrix of the SUG is created as the same way as that of the DSUG.

Then our method connects the DSUGs via the users who rated
items in several domains or via the users who share social connec-
tions, to create the CDUG. Here we need to model the column-
normalized adjacency matrix A used in equation (3) against the
CDUG. We first set β which is the probability that the random walk
enters the adjacent nodes of u(s)

i in the SUG after it transits a node
u(z)

i in the z-th domain. This parameter determines how strongly
we emphasize the social connections in predicting users’ preference
items. If the random walk transits the node u(z)

i corresponding to
user ui who rated items in K different domains and shares social
connections with some users in all domains, the walk next transits
to the user node in one of the K different DSUGs with probability
of (1 − β)/K . If user ui does not share social connections with any
user in all domains, the walk next transits to the user node in one of
the K different DSUGs with probability of 1/K .

The initial state probability of the user node corresponding to ui in
the SUG and DSUGs is given as described below. If ui shares social
connections with some users in all domains, the initial state probabil-
ity of the user node corresponding to ui in the SUG, u(s)

i , is β. If ui

shares no social connections with users, the initial state probability
is 0. In the same way, if ui rated items in K different domains and
shares social connections with some users in all domains, the initial
state probability of the node corresponding to ui in each DSUG is
(1 − β)/K . If ui rated items in K different domains and shares no
social connections with some users, the initial state probability of the
node corresponding to ui in each DSUG is 1/K .

A toy example that uses two small column-normalized adjacency
matrices of the DSUGs and one small matrix of the SUG, is shown
in Fig. 1. Here, we set parameter β to one third (1/3). For example,
the probability after the random walk transits a node u(1)

1 and then
enters the node u(1)

3 is computed as 0.7 × (1−1/3)
2

= 0.233, the

node u(2)
3 is computed as 0.5 × (1−1/3)

2 = 0.166, and the node
u(s)

3 is computed as 0.3 × 1
3

= 0.10, respectively.

4.2 Identifying items in other domains
Next, it executes RWR on the CDUG. By performing RWR on the
graph, we can acquire the probability that a walk from active user
node a will pass through user node ui on the CDUG; RWR, equation
(3), is iterated until convergence is realized. Finally, we can acquire
the relatedness between active user node a and other user nodes on
the CDUG. In Equation (3), decreasing α allows the walk more fre-
quently to pass through users in the DSUGs in which a is not in-
cluded. We discuss the effect of this parameter in our evaluations.

By computing the relatedness between user a and the user in the
DSUGs, in which a is not included, and using relatedness instead of
similarity between user a and the user, we compute the prediction
values of items in those DSUGs for user a using equation (2).

However, the walk can not transit a lot of user nodes if we use
present similarity measurements between users such as Pearson cor-
relation coefficient and cosine-based similarity, to create DSUGs.
This is because if there are a few items shared by users, there are
few users that are similar to those users. This situation is often ob-
served when the random walk enters one domain from a different
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Figure1. Example of creating the column-normalized adjacency matrix of the CDUG.

domain. For example, there are many users who have rated many
Japanese music items but few non-Japanese music items. If the walk
moves from the DSUG created for Japanese music items to that cre-
ated for non-Japanese music items via those user nodes, it can not
transit many user nodes in the DSUG created for non-Japanese mu-
sic items. Thus, we try to establish more edges between different
DSUGs by applying the taxonomy-basedapproach in measuring user
similarity as described in the following subsections.

4.3 Modeling user interests

Taxonomies are becoming more readily available; examples include
the taxonomies of music, movies, and game content generated by
All Media Guide8 and ListenJapan9. We consider that modeling user
interests according to these taxonomies is reasonable because content
providers are making significant efforts to optimize the granularity
and branching factors of classes to better satisfy their customers.

Our approach is based on the observation that users who are in-
terested in some items, are also interested in the classes that include
those items; thus the rating values of the items are reflected in those
of the classes that include those items. The rating value for an item
is implicitly assigned according to the frequency of a user’s access to
the item, or explicitly assigned by the user.

We rate the class from the ratings of items in the class. Formally,
let I be an item set in class Ci, the rating value of the class, ru,Ci ,
is computed as

∑
Ii∈I ru,Ii . For example in Fig.2, if user u assigns

rating value 4.0 against I5, and 4.5 against I6, the rating value of
class C3 for u is 8.5. The rating values of the super class are com-
puted in the same way; a key point is that we use the rating of each
class instead of the rating of each item.

4.4 Measuring similarity of users

Next, we explain how to assess the similarity of users a and u ac-
cording to the taxonomy of items.

4.4.1 Approach

• We first compute S(a, u, Ci), the score of interest agreement be-
tween user a and u against class Ci . This rating value takes a
smaller value in ra,Ci and ru,Ci . Thus we can filter users of low-
interest when measuring the score of interest agreement.

• Next, we compute the similarity of rating behaviors against all
classes between a and u, denoted as SC(a, u), with S(a, u, Ci).

8 http://www.allmediaguide.com/
9 http://listen.jp/

Figure2. Measuring similarity of users a and u.

We utilize the idea of the Jaccard coefficient since it can effec-
tively separate user u who assigns ratings to many classes from a
who assigns ratings to fewer classes. The Jaccard coefficient con-
siders not co-rating classes as well as co-rating classes by utilizing
the union of class sets. In other words, it considers the similarity of
the “widths” of users’ interests. For example, readers can naturally
guess that users who love only rock genre is somewhat different
types of users from users who love both rock and classic genres.
The Pearson correlation approach and cosine-based approach do
not have this property since they only consider the classes that are
assigned ratings by both a and u (see equation (1)).

• We then measure SI(a, u), the similarity of rating behaviors
against items between a and u. We use the Pearson correlation ap-
proach because it can handle the difference in the rating schemes
of each user against items as explained in equation (1). Note our
approach can also employ the Jaccard coefficient approach.

• Finally, we combine the two above similarities, SC(a, u) and
SI(a, u), to evaluate the similarity of rating behaviors against
classes and items between users.
The proposed method can effectively measure the similarity of the

“widths” of users’ interests as well as offset the differences in the
rating schemes of users. It is a natural approach and achieves high
accuracy as demonstrated in our evaluation.

4.4.2 Algorithm

We introduce the algorithm of our method below. In this algorithm,
we use Ci(a) as the subclasses of class Ci that user a rates.
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1. First, it computes S(a, u, Ci) as min(ra,Ci , ru,Ci ).
2. Then, it measures similarity scores SC(a, u) as follows.

SC(a, u) =
∑

C

∑
Cj∈{Ci(a)∩Ci(u)} S(a, u, Cj)

|Ci(a) ∪ Ci(u)| (4)

3. Next, it uses the Pearson correlation approach to compute similar-
ity scores SI (a, u) using equation (1).

4. Finally, it normalizes SC(a, u) and SI (a, u) among all users, and
determines the similarity of users S(a, u) as SC(a, u)+SI(a, u).

Example We explain our algorithm by using the example in Fig.2.
(1) S(a, u, C2) is computed as min(6.0, 2.0) = 2.0. S(a, u, C3)
is computed as min(0.0, 8.5) = 0.0 (2) SC(a, u) is computed
as (2.0/2) + 0.0 = 1.0. (3) Next, SI(a, u) is computed as

(4−3)(2−3.5)√
(4−3)2

√
(2−3.5)2

= −0.667.(4) Finally, S(a, u) is measured fol-

lowing step four of our algorithm.

5 Evaluation
We now evaluate our method using the following datasets.

5.1 Datasets

User implicit ratings against non-Japanese music artists This
dataset includes 48,695 implicit ratings from 3,545 users according
to a taxonomy extracted in the experiment of Nakatsuji et al. from the
blog portal Doblog10 and the taxonomy of non-Japanese music artists
provided by ListenJapan[11]. The taxonomy contains 279 genres as
classes and 21,214 artists as items11. Nakatsuji et al. created a user’s
rating values for each item by analyzing the description frequency
of each item among the user’s blog entries. The average number of
ratings assigned to an item is 6.3. We linearly scaled up each rating
value such that the maximum user rating corresponded to 5 and the
minimum corresponded to 1 following the range of ratings in Movie-
Lens dataset12. The class hierarchy in this taxonomy is deep; it has,
on average, four hierarchies, and sometimes has a fifth hierarchy un-
der the root class “Music” with detailed end classes such as “Space
rock” and “Acid jazz”. This represents detailed expert knowledge that
can be used to measure similarity of users accurately.

User implicit ratings against Japanese music artists We also
used 58,104 implicit ratings from 2,800 users extracted from blog en-
tries in Doblog using a Japanese taxonomy provided by ListenJapan
in the same way as Nakatsuji et al. did for the non-Japanese tax-
onomy. The Japanese taxonomy contains 153 genres as classes and
7,421 artists as items. The class hierarchy in this taxonomy is also as
deep as that in the non-Japanese taxonomy. The average number of
ratings assigned to an item is 10.8.

User implicit ratings using mixed taxonomy We also used
106,799 implicit ratings from 4,825 users against items of the mixed
taxonomy; non-Japanese taxonomy and Japanese taxonomy. This
dataset was acquired by merging the non-Japanese and Japanese
datasets. Mixed taxonomy contains 432 genres as classes and 28,635
artists as items. The average number of ratings assigned to an item
is 7.4. This dataset can be considered as a mixed but single domain
dataset, music domain, and is used for creating a DSUG against the
music domain. We used this dataset in comparing the performance
when performing RWR on our CDUG connecting DSUGs against

10 http://www.doblog.com/; Unfortunately, Doblog terminated services on
May 2009.

11 The music taxonomies can be accessed from ListenJapan home page.
12 http://www.grouplens.org/node/73

non-Japanese and Japanese music dataset with that when performing
RWR on the DSUG against the mixed domain.

Social connection histories of users We also analyzed the social
connection histories of blog users from April 2006 to April 2008
in Doblog. The social connection histories are stored in the Doblog
database whenever a user accesses another user’s blog site. The users
extracted are restricted as the users in the non-Japanese music artist
dataset or in the Japanese music artist dataset. As a result, we ex-
tracted 199,3716 social connections among 3432 users. We built a
SUG by setting users as nodes and edges are set from user node u to
v according to the access frequency of user u to the blog site of v.

5.2 Methodology

We randomly divided dataset D that includes items with user ratings
into two datasets: training dataset T and predicted dataset P . Thus,
we could acquire users who had items whose domain is in P though
it is not included in T . We then measured the similarity of users using
T , and created a user graph to measure the relatedness between users
on the graph. We prepared T by setting a ratio of T to D, T

D
, to 0.7.

Following the standard evaluation methodology for CF, we pre-
dicted the user ratings only on the withheld ratings in T and com-
puted Mean Absolute Error (MAE), which penalizes each miss by
the distance to the actual rating. This measure is written below, where
n is the number of entries in P , and Pi and Ri are the predicted and
actual ratings of the ith entry, respectively.

MAE =

∑n

i=1
|Pi − Ri|
n

(5)

We also check the prediction coverage, i.e. the ratio between the
items predicted by the method and the items included in P [5].

In our evaluation, we focused on users who had items whose do-
main is in P though it is not included in T , and evaluated the MAE
and the prediction coverage against those users. From our dataset, we
could acquire 126 such users when we set T

D
to 0.7.

5.3 Compared methods

We compare the performance realized by applying RWR to our
CDUG created using non-Japanese dataset and Japanese dataset,
with that when performing RWR on the DSUG created using the
mixed dataset in music domain. We also compare our similarity mea-
surement method to the following similarity measures.

• Pearson correlation coefficient (Pearson): similarity of users is
measured by Pearson correlation coefficient.

• Cosine-based approach (Cosine): similarity of users is measured
by cosine-based approach.

• Method by Ziegler (Ziegler): similarity of users is measured by
the method proposed by Ziegler et al.[17]. This measures the sim-
ilarity of users without regard to the “width” of user interests. We
set parameter χ in [17] to 0.2 to achieve the most accurate results.

• Taxonomy (Jaccard & Pearson) (T(J&P)): this is our method ex-
plained in detail in the method section.

5.4 Results

We first set the number of users, N in equation (2), in each method
such that the prediction coverage of all methods reached 80% and
also the MAE achieved the most lowest value when we changed N
from 100 to 1000. As a result, N of our method was set to 1000.
We also checked the number of users who accessed two different
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Table1. MAE when we set T
D

= 0.7.

item domains, and there are 1,387 number of such users among 4,825
users. There are quite a few number of such users.

Next, we evaluated the accuracy of our method. Results when we
set T

D to 0.7 are shown in Table 1. Here, “Non” in each table indicates
the results when RWR was not performed.

Most methods yielded higher accuracy for CDUG (results iden-
tified by “CDUG” in Table 1.) than the same methods when RWR
was performed on the DSUG created by the mixed dataset (results
identified by “mixed” in Table 1.). This indicates that the accuracy is
not so good if we perform RWR on the DSUG created by the mixed
dataset. The similarity of users is computed more properly using a
rating dataset against items of a single domain than using that against
items of a mixed domain. Thus, we consider that computing users
who are similar with the active user in a single domain and analyz-
ing highly correlated users in another domains by performing RWR
on the CDUG is a better approach in predicting user interests than
performing RWR on the DSUG created based on the similarities of
users computed by using the mixed rating dataset.

Furthermore, our method, T(J&P), achieves higher accuracy than
the other methods including the previous taxonomy method, which
achieves the second highest accuracy among the methods. We inves-
tigated the bias of the items in two different domains rated by users
who rated items in both domains. As a result, on average, users as-
signed ratings against items in one domain four times more often
than those in another domain. In other words, there are often few
edges that connect different DSUGs because users, who rate several
different items, often rate many items in some domains but rate few
items in other domains. Taxonomy-based methods set many suitable
edges from the active user node to user nodes in DSUGs that do not
include the node of the active user. Thus, this approach is more suit-
able in identifying items in domains that user did not access before
than other methods.

Next, we create the CDUG by connecting the DSUGs created by
the non-Japanese dataset, the Japanese dataset, and the SUG created
by analyzing social connections between users. The parameter β in
section 4.1 is set to 0.3. The results yielded by the methods when ap-
plied to this CDUG are identified by “social” in Table 1. The results
show a slight improvement in accuracy of several methods. Thus, so-
cial connections between users can be used to more accurately iden-
tify items in domains that the active user did not access before.

6 Conclusion

This paper proposed a method that predicts user’s interest in items
in domains that the user has not accessed before. We calcu-
late taxonomy-based similarity scores to create, in each item do-
main, a domain-specific-user graph (DSUG) whose nodes are users
(weighted edges are assigned between users according to the simi-
larity of users). We also create a social-based-user graph (SUG) by
analyzing the social connections between users, and connect DSUGs
and the SUG via users who rate items in several domains or who have
social connections, to create the cross-domain-user graph (CDUG).
Our method then performs Random Walk with Restarts (RWR) on

the CDUG from the active user node and extracts user nodes that
are present in DSUGs that do not include the node of the active
user. An evaluation that used rating datasets against two different
domains and an SUG extracted from blogs, indicated that the ac-
curacy of our method is higher than the method that predicts user
preference from a DSUG created by merging the rating dataset of
each domain. We also confirmed that our taxonomy-based similarity
measure well suits the creation of DSUGs and achieves higher ac-
curacy than existing similarity measures. We will apply our method
to cross-domain recommendation over more heterogeneous item do-
mains such as music and movies. We consider our method works
well in such situations because it uses only domain-independent fac-
tors, such as similarity of users and the social relationships of users,
to connect different DSUGs.
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