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Abstract. In Artificial Intelligence, analogy is used as a non exact
reasoning technique to solve problems, for natural language process-
ing, for learning classification rules, etc. This paper is interested in
the analogical proportion, a simple form of the reasoning by anal-
ogy, and described its use in artificial learning of the syntactic tree
(parsing) of a sentence.

1 Introduction

This paper belongs to several domains of artificial intelligence. Ob-
viously, the first one is that of reasoning by analogy. Its application
in artificial intelligence has been considered and tested early, among
others in [3], [2], [8], [9].
The concept of analogy has been studied as one of the modality of
reasoning since Aristotle ([6], [4]). It is also a reasoning by general-
ization, neither abductive nor inductive, which models a third form
of learning. Recently, growing interest was manifested for a formal
point of view on the analogy, the analogical proportion. This concept
is rigorously defined and its application in representation spaces of
various kinds has been developed with interest operational results.
Its application to learning and the generation is conceptually simple,
however, as in many areas of artificial intelligence, complexity of
certain algorithmic problems remain to surmount.
In this paper we consider the problem of analogical learning using
dissimilarity between trees, which we define as a multiple alignment
of four ordered labeled trees, according to the notion of analogical
proportion. We show how to extend the concept of alignment defined
by [5] to aligning more than two trees. When four trees are consid-
ered, we propose to apply the concept of analogical proportion to
trees and we extend it to that of analogical dissimilarity.
In the next section, we present the general notion of analogical pro-
portion between four objects. We show our approach, starting from
several original definitions to define analogical dissimilarity between
trees. Section 3 gives two algorithms performing analogical tasks in
the universe of trees. In the last section, we apply these algorithms to
the learning of the syntactic tree (parsing) of a sentence.

2 Tree matching by analogical proportion

The analogical proportion is a relation between four objects which
expresses that the way to transform the first object into the second is
the same as the way to transform the third in the fourth. Let us call
the objects O1, O2, O3 and O4. An analogical proportion is generally
written by: "O1 is to O2 as O3 is to O4" and is denoted by O1 : O2 ::
O3 : O4.
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Definition 2.1 An Analogical Proportion on a set E is a relation on
E

4 such that, for every 4-tuple A, B, C and D in relation in this
order (which is denoted as A : B :: C : D), one has :

1. A : B :: C : D ⇔ C : D :: A : B
2. A : B :: C : D ⇔ A : C :: B : D

An analogical equation is a relation of the form A : B :: C : X ,
which has to be solved in X . It may have no, one or several solu-
tions.

When trees are considered, the question becomes, firstly, how to
define an analogical proportion on trees and how to quantify the mea-
sure of similarity (actually, we use an analogical dissimilarity) in or-
der to provide a more flexible method of learning by analogy.

With the same principles that [9] and [8] for strings, we show in
this paragraph our methodology to define an analogical proportion
between trees. The only prerequisite is that there exists an analogical
proportion in the alphabet of the nodes labels augmented with the
empty node label λ.

Definition 2.2 (Alignment between two trees) An alignment be-
tween two trees T1, T2 whose labels are in Σ is a tree with labels
in (Σ) × (Σ)/(λ, λ) which first projection is T1, where the empty
nodes λ are ignored and which second projection is T2, where the
empty node λ are ignored.
Informally, an alignment represents a one to one node matching be-
tween two trees, in which some empty nodes may be inserted. The
cost of an alignment is the sum of all nodes matching costs.

This definition can straightforwardly be extended to the alignment
of any number of trees. When aligning four trees, we can apply the
concept of analogical proportion to trees [1].

Definition 2.3 (Analogical proportion between trees) Let x, y, z
and t be four trees whose labels are in Σ. We suppose that an analog-
ical proportion exists in Σλ. We say that these trees are in analogical
proportion if there is an alignment of the four trees x′, y′, z′ and t′,
with labels in Σ4

λ, such that:

• For every node i of the alignment, the analogical proportion xi :
yi :: zi : ti of the labels holds true.

Definition 2.4 (Tree analogical equation) T4 is a solution of the
analogical equation T1 : T2 :: T3 : X if and only if the analogical
proportion (T1 : T2 :: T3 : T4) holds true.

We give now two originals algorithms to (i) validating proportions
between trees and (ii) solving proportional equations on trees. In the
latter case, as we will see in the following section, it is useful to de-
fine the concept of an approximate solution to an analogical equation.
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2.1 Analogical Dissimilarity

In this section, we are interested in defining what could be a relaxed
analogy, which linguistic expression would be ”A is to B almost as
C is to D”. To remain coherent with our previous definitions, we
measure the term “almost as” by some positive real value, equal to
0 when the analogical proportion is true, and increasing when the
four objects are less likely to be in proportion. We call this value
“analogical dissimilarity”, in short AD.

Definition 2.5 (AD between trees) Let X , Y , Z and T be four trees
with labels ∈ Σλ. The analogical dissimilarity AD(X, Y, Z, T ) is
the cost of the alignment of minimum cost between the four trees.
This alignment is a tree A4. We have: AD(X, Y, Z, T ) =∑

DA(xi, yi, zi, ti), with i ∈ [
1..

∣
∣A4

∣
∣] and xi, yi, zi and ti ∈ Σλ.

Coherence with analogy :
DA(X, Y, Z, T ) = 0 ⇔ X : Y :: Z : T .
DA(X, Y, Z, T ) = DA(Z, T, X, Y ) = DA(X, Z, Y, T ).

Definition 2.6 (Approximate solution to an analogical equation)
Let T1 : T2 :: T3 : X be an analogical equation in trees. The set of

best approximate solution to this equation is given by :

X = { x : x = ArgMin AD(T1, T2, T3, x)}

3 Algorithms on trees

3.1 AnaTree algorithm

This section is devoted to study an implementation of our definition
2.5. The algorithm we propose is based on dynamic programming. It
progresses in synchrony in the four trees to build an optimal analog-
ical alignment. The input of this algorithm will be the alphabet Σ′ in
which is defined an Analogical Dissimilarity on a 4-tuple of labels.
The output is the AD between four trees. The algorithm covers fif-
teen possible quadruples alignments of forests to produce how much
(at least) four trees ”miss” the analogical proportion. This algorithm
runs in a time complexity O(|T |4 × ( degree (T ))4) its correctness
is demonstrated by recurrence, as a generalization of Jiang algorithm
[5] to align two trees.

3.2 SolvTree algorithm

When one of the four elements is unknown, the analogical propor-
tion transforms into an analogical equation. For example, to solve
the equation on letters a : b :: a : x, we need to produce all the
letters x satisfying the analogical proportion, which is here reduced
to x = b. When there is no solution, the notion of analogical dis-
similarity will allow to discover an approximate solution. While this
resolution of an analogical equation is trivial between letters, it is
not straightforward to design an algorithm able to solve this kind of
equation on trees, in particular when looking for an approximate so-
lution if necessary. The algorithm we propose produces all the best
exact or approximate solutions. The principle is to achieve an align-
ment of the three trees by browsing in each step eight possible cases.
In each case, we calculate the cost of predicting the node label of the
tree to be generated. Actually, we save at each step not only the cost
of prediction, as shown above, but also the node(s) label(s) x found
by analogical resolution along the optimal way of progression. When
the calculation is finished, a backtracking gives us the optimal gen-
erated tree with a minimum analogical dissimilarity. The complexity
of this algorithm is O(|T |3 × ( degree (T ))3) in time.

4 Application to analogical syntactic parser

We consider a sentence P0, which sequence S0 of grammatical cat-
egories is known and which syntactic structure T0 is searched for.
Let AP a learning set of sentences (S, T ), each sentence consisting
of a sequence and a syntactic structure. The process of prediction by
analogy of the parse tree T0 is as follows:
1. Search for a triple of sentences (P1, P2, P3) with sequences (S1,
S2, S3) and syntactic structures (T1, T2, T3) such as the sequences
S0, S1, S2 and S3 define an exact analogical proportion.

S0 : S1 : S2 : S3

2. Our hypothesis assumes that if the sequences are in analogy, so
are the structures. Hence, we predict T0 from the resolution of the
analogical equation on trees: x : T1 :: T2 : T3.
The corpus at our disposal consists of 316 sentences extracted from
the base The Wall Street Journal Penn Treebank [7]. When the data
available are limited, as it is the case here, the cross-validation tech-
nique can be used. Preliminaries results give an exact or almost exact
restitution of the parsing tree from the sequence in 82 % of cases.

5 Conclusion

In this paper, we have proposed a new matching approach between
trees using analogical proportion. We have extended to trees the con-
cept of analogical dissimilarity, which measures the cost of matching
when the trees are not in exact analogy. Two algorithms have been
implemented: the first measures the AD between four trees, the sec-
ond builds from three trees the fourth tree at minimum AD. We have
considered as a first evaluation an experiment in automatic parsing.
Then, the results with this evaluation protocol seem encouraging. We
do not want to be competitive with other parsing systems but rather to
show that a consistent use of analogy in learning can produce better
results than other lazy learning approaches, like the nearest neighbor
method.
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