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Abstract. This paper presents a model for rational self-interested
agents, which takes into account the possibility of violating norms.
The transgressions take place when the expected rewards obtained
with the defection from the norms surpass the expected rewards ob-
tained by being norm-compliant. To develop such model, we employ
Markov Decision Processes (MDPs). Our approach consists of repre-
senting the reactions for norm violations within the MDPs in such a
way that the agent is able to reason about how those violations affect
her expected utilities and future options.

1 INTRODUCTION

In Regulated Multiagent Systems (RMAS) a set of normative struc-
tures is set up to instil some desired global behaviour. Although au-
tonomous agents may be persuaded to assume a particular behaviour,
they are supposed to be free to accept or refuse to comply with a set of
norms, and handle the consequences of their choices. An agent needs
to be able to choose dynamically which norms to obey so as to suc-
cessfully fulfil her purpose. Thus, to achieve an adaptive behaviour,
the normative structures cannot be hard-wired into the agents [2].

A rational self-interested agent considers to violate a set of norms
in those cases where the expected rewards obtained by the violation
surpass the expected rewards obtained by being norm-compliant. By
this we mean she estimates the earnings brought about by the vio-
lation and the losses caused by the reactions for the defections from
the norms. Finally, based on such estimation, that agent is able to set
a course of actions (possibly non-compliant with the norms) in order
to maximize her expected rewards.

This paper presents a model for rational self-interested agents ca-
pable of adapting their policy to the norms in a self-interested way.
During the adaptive process, the agent takes into account the possibil-
ity of disobeying (some of) the norms governing the RMAS. Our ap-
proach consists of updating the agents’ knowledge in order to express
the effects of the reactions taken against the transgressions. Conse-
quently, she is able to reason about the outcomes of the violations in
that particular RMAS, and then, adapt her behaviour by finding an
adequate policy. To develop the agent architecture, we use Markov
Decision Processes (MDPs).

2 REASONING ABOUT NORM VIOLATIONS

It is assumed that norms can be violated – enforcement instead of
regimentation [4]. If a norm is violated, then a reaction takes place.
To represent a norm, we propose the following form:

norm(deontic value, agent, action, state, reaction)

where:
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• deontic value ∈ {prohibition, obligation};
• agent ∈ Γ, and Γ is the set of agents participating in the RMAS;
• action ∈ A, and A is the agent’s action set;
• state ∈ S, and S is the agent’s state space;
• reaction has the form: reaction(outcomeA(·), outcomeT ), where:

– outcomeA(·) contains the changes to be done in the agent’s ca-
pability function: a table whose rows have the form (statei, ac-
tion, {0,1}), where 1 means the action is admissible in statei;

– outcomeT consists of a table that stores the adjustments to be
done in the probabilities of the agent’s state-transition model;
the rows have the form (statei, action, statej , [0 . . . 1]), which
indicates the probability of executing an action at statei and
ending at statej ;

Figure 1 illustrates the agent’s internal architecture. The compo-
nents are depicted as grey boxes, while data is depicted as white
rounded boxes. The set of Norms is the only external dataset. All
other datasets, including the Original MDP 2, belong to the agent.
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Figure 1. Overview of the agent’s internal architecture.

2 The initial knowledge of the agent is specified without taking into account
any particular set of norms and reactions. This initial knowledge is specified
as a Markov Decision Process, named Original MDP.
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2.1 Adaptive Component

In this component, the agent makes the decision with respect to what
norms she will consider for violation. Considering a norm for vio-
lation does not mean the agent defects from that norm, it means the
agent will reason about it.

Once taken that decision, the Adaptive Component creates the set
{mdp1, . . . mdpm}, referred to as A-MDPs, where mdpi, 1≤i≤m≤n,
is initially a replica of the Original MDP. Each A-MDP is created for
representing the reactions associated with a particular norm. How-
ever, some norms might not have a corresponding A-MDP since the
agent is able to consider just a subset of them. The adaptation of each
A-MDP is done in two stages:

1. Adaptation to represent reactions. Represents within an A-MDP
the effects of the reactions for violating a given norm. Accord-
ing to our normative structure, the reactions can affect the agents’
capability function and state-transition model.

2. Adaptation for norm-compliance. Intends to prevent the violation
of those norms not considered for violation. It is done by mak-
ing shortenings in the A-MDP: a prohibited action a in a state s
is prevented of being executed by removing it from the agent’s
capabilities, and an obliged action a, which must be executed in
the state s, has its performance assured by suppressing all actions
related to s, except the one representing the action a.

2.2 MDP Connector Component

Differently from the Adaptive Component, whose purpose consists
of representing how the world would be if the agent violates a norm,
the MDP Connector Component focuses on the construction of a sin-
gle MDP, named C-MDP, by connecting the Original MDP with the
A-MDPs. These connections are done by changing the outcomes of
the violating actions. Instead of arriving exclusively at states of the
current MDP, the execution of a violating action may lead to states
of the A-MDPs.

Figure 2 illustrates how the connections between the MDPs are
done. In this example, normi indicates that the action a is prohibited
for the agent in the state s0. To model the chances of being caught
and suffering the reactions, we replicate the transitions for the action
a starting at the state s0. But in place of arriving exclusively at states
of the Original MDP, the new transitions arrive at their analogous3

states {s1, . . ., sk} in the A-MDP(normi). The probabilities of these
new transitions are multiplied by Pi – the probability of the violation
being detected. However, there is a chance of going undetected. To
model this chance, we multiply by (1–Pi) the state-transition proba-
bilities arriving at states {s1, . . ., sk} of the Original MDP.

2.3 Final Remarks

The Utility Component computes the expected utility values for the
states, while the Policy Constructor finds a policy based on those
utilities. These two components address the question regarding what
norms are worthy of breaking. A wide range of algorithms for imple-
menting these components is available in the AI literature.

The probability of the violation being detected expresses the de-
gree of impunity in the RMAS. It is an important information to be
taken into account in the reasoning since a high degree of impunity
is an incentive for the agent to assume a deviant behaviour.

3 The Original MDP and the A-MDPs have identical state spaces, thus, any
state of these tuples has exactly one analogous state in the other tuples.
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Figure 2. Rearrangement of the state-transitions T(s0,a,–) of the Original
MDP in order to establish the connection with the MDP(normi). The value

Pi stands for the the detection probability for the violation of the normi.

3 CONCLUSION

In this paper, we present an architecture based on MDPs for rational
self-interested agents capable of estimating the benefits and losses
for breaking a set of norms. Considering this estimation, the agent
decides whether to comply or not with the norms. We do not ex-
plicitly generate normative goals [3, 1] despite the fact that they are
implicitly represented within the norms. No preference values are
associated with our normative structures. Instead, the impact of the
norms on the agent is observed in her expected utilities and policy.
Since we use MDPs, the planning costs and the plan benefits (ex-
pected utilities) are taken into account in the decision of whether or
not comply with a norm. We do not represent explicitly the actions
of the other agents, however, we consider the outcomes of the reac-
tions, what for instance, correspond to actions taken by other entities
in response to norm violations.
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