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Abstract. Many works have identified the potential benefits of us-
ing argumentation to address a large variety of multiagent problems.
In this paper we take this idea one step further and develop the con-
cept of a fully integrated argumentation-based agent architecture that
allows us to develop agents that are coherently designed on an un-
derlying argumentation based foundation. Under this architecture,
an agent is composed of a collection of modules each of which is
equipped with a local argumentation theory. Similarly, the intra-agent
control of the agent is governed by local argumentation theories that
are sensitive to the current situation of the agent through dynamically
enabled feasibility arguments.

1 Introduction

In recent years, many authors have promoted argumentation as a
means to deal with specific multi-agent problems, for instance ne-
gotiation or communication with other agents. Indeed, recently argu-
mentation has seen its scope greatly extended, so that it now covers
many of the features usually associated to the theories of agency [5].
The benefits of argumentation are well established: a high-level of
flexibility and expressiveness, allowing powerful and diverse reason-
ing tasks to be performed. In this work we take the use of argumenta-
tion one step further by developing the concept of a fully integrated
argumentation-based agent (ABA) architecture. This can be seen as
a global framework where all these separated features could be glued
together, both in terms of abstract design and technical specification.
We lay the foundations of such an approach to agency, present an
abstract agent architecture based on argumentation and indicate the
type of properties that we could expect from ABA agents.

It is important to note that the ABA architecture does not depend
on any specific argumentation framework but only requires some
quite general properties such as including some notion of (relative)
strength of arguments and some notion of dynamically enabled argu-
ments, as found for example in [1, 2]. Irrespective of the framework
used, the argumentation-based foundation of ABA agents provides
various advantages, including that of its rational and explainable de-
cisions that facilitate the focus of purpose by the agent.

This work grew out of the initiative of the 2008 Dagstuhl meeting
on Argumentation to ask groups of researchers to propose ways of
consolidating the work on several main themes of argumentation in
Computer Science, such as the theme of argumentation in agents,
which is the concern of this paper.
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2 ABA Architecture

The ABA architecture’s basic principle is to build an agent from a
loosely coupled set of modules that are to a large extent independent
from each other with no or minimal central control. Each module
is based on an argumentation theory, concerning a certain internal
capability of the agent, that provides a policy of how to take deci-
sions (preferred choices) for this type of task. A module contains also
another argumentation theory responsible for its involvement in the
intra-agent control (IAC) of the agent. Together these local IAC the-
ories give an argumentation-based communication protocol between
the modules, which effects the internal operation of the agent.

Definition 1 (ABA Agent Module) An ABA agent module is a
tuple M = 〈IAC, T, R〉 where:
• IAC is an argumentation theory for intra-agent control,
• T is an argumentation theory for the task of the module,
• R = 〈P, C〉 where P and C are sets of names of other modules,

the parent and child modules of M respectively.

The argumentation theory, T , of each module is an expert (prefer-
ence) policy comprising of basic arguments for the different decision
choices together with priority arguments on the relative strength of
arguments. The priority arguments can be build based on a parame-
trization of the arguments and the relative importance of parametric
criteria. The sets P and C of a module give a dependence between
the modules that captures a request-server relationship where the de-
cisions taken by a parent module form part of the problem task of
a child module. For example, a PLANNING module will be a child
of a GOAL DECISION module since PLANNING decides on plans to
achieve the goals decided by GOAL DECISION.

Definition 2 (ABA Agent) An ABA agent is a tuple,
〈Ms, Mot, WV 〉, where
• Ms = {M1, ..., Mn} is a set of ABA modules for the different

internal capabilities of the agent,
• Mot is an argumentation theory for its motivations and needs,
• WV is a theory that captures the world view that the agent has

about external its environment.

The number of modules and the capability they each provide to the
agent is not fixed but can vary according to the type of application
that the agent is built for. However, the MOTIVATIONS AND NEEDS

(Mot) and the WORLD VIEW (WV ) modules play a central role and
are arguably required to design any ABA agent.
Motivations and needs. The Mot module governs the high-level

Motivations and Needs of an ABA agent (c.f. [2] for capturing the
agent’s personality using Maslow’s motivations theory). The argu-
mentation theory in Mot decides on the current high-level Needs of
the agent, its Desires, that drive its behaviour. Needs act as parame-
ters for the arguments in many of the other modules, thus allowing
motivations to shape the overall behavior of the agent.

ECAI 2010
H. Coelho et al. (Eds.)
IOS Press, 2010
© 2010 The authors and IOS Press. All rights reserved.
doi:10.3233/978-1-60750-606-5-1005

1005



World view. The WORLD VIEW module, WV , contains the world
beliefs of the agent providing a common view of the current state
of the world to all other modules. The basic and priority arguments
of the agent depend on the world view, thus making them context
dependent and adaptable to changes in the external environment of
the agent. The WV module itself can also be based, if the designer
so wishes, on an argumentation theory.

Definition 3 (Agent State) A state of an ABA agent,
〈Ms, Mot, WV 〉, is a tuple 〈V,D〉 where:
• V represents the current view of the world as given by WV ,
• D = {CSM1 , ..., CSMn} where each, CSMi , is a tuple

〈D, L, S〉, representing the current state of the module Mi, where
D is its current decision, as given by its argumentation theory, Ti,
L is the level of commitment on D and S ∈ {keep, abandon} is
the current status of the decision D.

The level of commitment and status of a module’s decision are main-
tained by the intra-agent control, IAC theory of the module.

Definition 4 (IAC Argumentation Theory) The intra agent con-
trol theory of a module, M , is a tuple 〈TL, PStatus〉 where:
• TL is theory for defining the commitment level, L, for the (object-

level) decisions in M ,
• PStatus is an ABA argumentation theory for the options

Keep(D) or Abandon(D), with D a decision in M .

The arguments in PStatus for keeping or not a current decision can
be annotated (or expressed) in terms of relative changes in the level
of commitment as time passes and new information from the external
environment is acquired. Although this can be specified in different
ways, the argumentative basis of an ABA agent suggests the follow-
ing natural form of commitment:

Definition 5 Let D be a decision of a module and T (V ) denote the
module’s argumentation theory T grounded on the current world
view V . Then the current commitment level for D is given as follows:
• Level 4, iff D is uniquely (sceptically) preferred by T (V )
• Level 3, iff D is credulously preferred by T (V )
• Level 2, iff D is not preferred by T (V ), but there exists a basic

argument for D
• Level 1, iff D does not have a basic argument in T (V )

Hence the commitment level reflects the degree of preference of the
decision with respect to the agent’s subjective optimality arguments
in its module that are enabled by the current world view. Changes in
this view then affect the commitment level of the current decision,
which can change its status and in turn this can change the commit-
ment and status of decisions of other parent or child modules.
Feasibility arguments. When deciding the status of a decision it

is useful to distinguish between feasibility arguments and optimality
arguments. Feasibility arguments refer to the feasibility of a given
decision based on some external feedback pertaining to its validity in
the real world, while optimality arguments are situation independent
arguments for the value of a given decision.
When to reconsider? The reconsideration of the commitment

level and status of the current decision in a module can be computa-
tionally non-effective. Hence to make the operation of PStatus more
practical we can layer its decision process into two stages. In the first
stage we apply a lightweight Decision Reconsideration policy that
efficiently tells us whether we indeed need to reconsider the current
decision. Only if the result from this is affirmative we continue to
consider the full PStatus reasoning for deciding the fate of the cur-
rent decision. Otherwise, we keep the current decision.

3 Properties of ABA Agents

ABA agents are designed so that their operation is based on informed
decisions. The preferred choices in any module are meant to capture
the best solutions available at the time. Hence an ABA agent’s oper-
ation should follow these choices as intended in its design.

Property 1 An ABA agent such that for any of its states,
〈V,D〉, every decision D ∈ D is preferred by the argumentation
policy in its module, is called a strongly sound agent.

A strongly sound agent is therefore one whose decisions are not only
optimal at the time that they are taken but remain optimal at any sub-
sequent situation where its view of the world may have changed. In
practice though in some applications this may be too strong to require
as it may mean that decisions are abandoned too often. This can be
mitigated, e.g., by taking the cost induced by discarding this deci-
sion into account, or by requiring a weaker form of soundness where
only some of the decisions are optimal throughout the operation of
the agent. In particular, the higher level decisions in the ”hierarchy”
of modules, such as the goal decisions should remain optimal. The
individual module decisions need to be coherent with each other and
give some overall sense to the agent’s operation. This is the role of
the Motivations and Needs policy of the agent: the agent must oper-
ate in accordance to its current high-level desires and needs. We can
then (re)formulate properties of a soundly motivated agent where
its decisions always remain preferred with respect to its Motivations
and Needs policy.

4 Conclusions

We have proposed an agent architecture uniformly based on argu-
mentation with a highly modular structure. The focus is on a high-
level architecture mainly concerned with managing the currently
available best options for the agent’s constituent tasks in a way that
provides a coherent behaviour of the agent. Our work shares similari-
ties with other argumentation based agent approaches, when it comes
to addressing specific issues and features of agents, e.g. in the KGP
model of agency [3] goal decision and cycle theories for internal con-
trol are also captured through argumentation. The closest connection
is with the work in [4] which also proposes an Agent Argumentation
Architecture (called AAA). As in our case, argumentation is used to
arbitrate between conflicting motivations and goals.

An important distinguishing characteristic of an ABA agent is that
its argumentation based decisions are not rigid but rather they are
defeasible decisions for currently preferred options that can be dif-
ferent under a different view of the world. This means that the agent
is flexible and versatile in a changing environment, able to adapt gra-
ciously to changes in the agent’s current situation, without the need
for an explicit mechanism of adaptation.
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