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Abstract 

Background: We have used routinely collected clinical data in 
epidemiological and quality improvement research for over 
10 years. We extract, pseudonymise and link data from het-
erogeneous distributed databases; inevitably encountering 
errors and problems. Objective: To develop a solution-
orientated system of error reporting which enables appropri-
ate corrective action. Method: Review of the 94 errors, which 
occurred in 2008/9.    Previously we had described failures in 
terms of the data missing from our response files; however 
this provided little information about causation. We therefore 
developed a taxonomy based on the IT component limiting 
data extraction. Results: Our final taxonomy categorised er-
rors as: (A) Data extraction Method and Process; (B) Trans-
lation Layer and Proxy Specification; (C) Shape and Com-
plexity of the Original Schema; (D) Communication and Sys-
tem (mainly Software-based) Faults; (E) Hardware and Infra-
structure; (F) Generic/Uncategorised and/or Human Errors. 
We found 79 distinct errors among the 94 reported; and the 
categories were generally predictive of the time needed to 
develop fixes. Conclusions: A systematic approach to errors 
and linking them to problem solving has improved project 
efficiency and enabled us to better predict any associated de-
lays. 
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Introduction 

Internationally, routinely collected clinical data from primary 
care electronic patient record systems (EPR) is used for re-
search and quality improvement [1].  However, many of the 
research databases only draw their data from a single vendor; 
thereby circumventing many of the difficulties due to varia-
tion in the way that national and international standards are 
implemented in different brands of EPR system.  By way of 
contrast the Primary Care Data Quality (PCDQ) programme 
has worked with large datasets drawn from different vendors 
some using different classification systems and generating 
their own local codes to supplement standard taxonomies: 
truly heterogeneous distributed databases [2].  The largest 

PCDQ study drew data from 2.4 million patient records [3]; 
current studies work with databases of just under 1 million 
records drawn from six different brands of EPR system but 
extracting several hundred variables [4].  
The difficulties in extracting data from heterogeneous distrib-
uted sources are well known [5] and standard methods and 
toolkits for measuring the validity and utility of electronic 
patient record systems have been proposed [6]. The difficul-
ties arise because of the different architectures of the hetero-
geneous distributed systems, the local autonomy of these sys-
tems, problems in representational diversity of the same clini-
cal concept, and the potential lack of precise semantic mean-
ing.  None of the classification systems within the UK have 
definitions, making it possible for meaning to vary between 
professional groups and over time [7].  There may be a trade-
off for vendors between achieving functionality and strict ad-
herence to guidance on requirements of EPR systems. Diffi-
culties can then arise because standards are not strictly im-
plemented. 
We frequently encountered data extraction problems, which 
we historically reported in terms of what data were missing 
from our response files rather linking our problem to the un-
derlying cause.  We carried out this study to see if we could 
develop a system of solution-orientated error reporting, which 
improved our problem solving and predicted likely time to 
resolution. 

Method 

We carried out a literature review on the standard biblio-
graphic databases to identify structured approaches to data 
extraction techniques from heterogeneous distributed data-
bases. We narrowed our search to clinical data and databases. 
We tried to identify any current approaches to identifying and 
resolving data extraction errors apply prospective and retro-
spective statistics with dynamic validation as data are being 
extracted [8].  
Our literature review initially focussed on the UK National 
Health Service methods of date extraction.  We also looked 
for proprietary tools for data extraction provided by EPR ven-
dors.  We found two generic approaches to enable enquirers to 
execute queries and extract data from different types of gen-
eral practice computer systems using a common query lan-
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guage. The two alternatives are the MIQUEST (Morbidity 
Information and Export Syntax) HQL (Health Query Lan-
guage) data extraction tool and the proprietary Apollo SQL 
interface. PCDQ uses the MIQUEST data extraction tool.  
We then collected information about the experiences of five 
data collectors during 2008 and 2009. Interviews with the 
collectors, observations, documentation reviews and test data 
extraction queries were used as information gathering tech-
niques. The study exports included detailed descriptions of 
errors, frequencies of occurrence and comments on specific 
issues, system installations and system versions. A post-hoc 
exploration process was carried out. 
We constructed an initial list of the errors encountered and 
classified the errors according to their effect on the data col-
lection process. This included; information about whether the  
query would execute at; the stage each query would run to, 
and whether it produced partial or no results at all. We then 
reviewed and categorised the observed data collection issues 
based on their impact. 
We subsequently redefined the data collection issues to create 
a briefer but nevertheless descriptive functional IT component 
approach to facilitate problem solving. 
Finally, we reclassified the improved list of errors based on 
our need for a system which enabled understanding of 
whether certain groups of errors could be resolved by the col-
lection team or not; and finally whether they were vendor spe-
cific. This led to the creation of a taxonomy of errors for our 
data collection problems. 
We then created an on-line resource for the PCDQ data collec-
tors.  The on-line problem reporting form was designed to 
capture the key information needed to diagnose the IT com-
ponent which was responsible for any errors. 
The studies carried out during the development of our taxon-
omy were ethically approved, and only used pseudonymised 
data. 

Results 

Errors during the Data Collection Process 

We identified 94 problems with the data extraction from the 
four major UK GP electronic patient record (EPR) suppliers: 
EMIS PCS, EMIS LV, INPS Vision and iSOFT Synergy. 
These four EPR systems account for over 90% of GP EPR 
market for England [9]. 
Problems of different levels of severity and impact were iden-
tified and initially mapped to a set of groups in a purely clini-
cal use driven approach. The frequency of the type of prob-
lems encountered is summarised in Table 1.  Errors were re-
ported in the following categories: (A) MIQUEST – the data 
extraction tool did not work, or the query code failed at some 
point, (B) The MIQUEST specification was differently im-
plemented on one of the brands of EPR systems.  For example 
the word “CHOSEN” returns different response files, (C) 
Clinical System and database would not return information, 
(D) Supporting Software and operating system, (E) Hardware 
and Infrastructure, (F) Generic/Uncategorised and/or Human 
Errors. 

We documented the cumulative frequencies for each issue 
based on each individual collector's recordings and assigned 
them to any category they applied to. 

Multiple mappings 

This type of direct mapping did not allow for an optimised 
approach to error solving. We found that 56 of the 94 errors 
(60%) could be assigned to multiple categories as shown in 
Figure 1; a limitation of our initial categorised reporting. 

Table 1 - Stage Process Categorisation Frequencies 

 

Post processing of the error list 

We initiated another round of result interpretation to identify 
the generic functional IT standings of each specific issue and 
generate a list with strictly targeted errors that could be classi-
fied to one of our newly defined categories. 
 

Figure 1 - Frequencies for Multiple Categories 
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Taxonomy of errors 

We then investigated whether the errors identified could be 
mapped to a single root cause – recognising that this may in-
volve careful analysis as to which IT component was respon-
sible for the error encountered. We connected each of the re-
defined issues to the respective group described in Table 2. 
The new definition allowed for identifying the point of contact 
as well as an estimate on the delay for solving individual 
cases. 
The list was structured from the data collectors' experiences in 
the field, response time average and contact points. 

Table 2 - Component Oriented Approach 

 
We completed our direct mapping of each individual case to 
one category through several iterations; based on comments 
and feedback from collectors, IT resources and documented 
processes.  This enabled us to summarise all the errors into the 
categories and export metrics as in Table 3. 
This process, involved merging a total of 15 error descriptions 
with closely related ones. This created an accurate assignment 
to the various categories of secondary level processing. 
Of the 79 final individual error types, category C (Clinical 
EPR System) was most frequent and found in 30 of these 79 
problem categories – requiring input from the vendor.  This 
was followed by D (Network and Operating System) and B 
(Data Extractor Specification) with 16 and 14 occurrences 
respectively. Categories A (Query Content), E (Hardware) and 
F (Other Human Errors) had 6 and 7 error types recorded for 
each. Around 40% (30/79) of the problems could be solved by 
phoning software support for the particular brand of EPR sys-
tem, 20% by actions from the data collector, and 10% by sen-
ior team member. 30% could not be resolved by the team in 
the expected timeframe and required some external input. The 
majority involved external resources and required changes to 
the underlying hardware or technical intervention with the on-
site systems; albeit usually delivered remotely by the vendor. 
 

Table 3 - Taxonomy of Errors and Frequent Cases 

 
An online structured system for the initial reporting of errors 
was implemented. We used a project management platform 
and divided the tracking mechanism into several sub-systems 
for different projects (QICKD [4], IAPT (an evaluation of 
Improved Access to Psychological Therapies), Osteoporosis, 
and Diabetes studies) but with the same underlying format for 
cross reporting. A set of optional and required fields, allowed 
for immediate connection to a predefined taxonomy. 

Practical examples of errors and solution orientated re-
porting 

We report exemplar errors in each of the seven areas and the 
action taken and time taken to solve them: 
(a) Data extraction queries and process problems: One brand 
of EPR vendor creates its own local codes to plug what it per-
ceives as gaps in the standard (Read code) hierarchy. Unless 
queries collect these local codes this data area is deficient. 
Smoking data provides a good example - where sometimes 
local codes have accounted for >10% of the data.  The solu-
tion took under two weeks, involving query re-writing and 
exploring with clinic doctors how these patients were repre-
sented in the EPR system.  
(b) Extraction system errors: The INPS Vision and EMIS 
PCS systems can take several minutes to extract large re-
sponse files during which the session cannot be interrupted. 
We prevented this by logging in another session on the same 
workstation on the proviso that login details are held. We 
asked that these details be provided so that restarting the ex-
traction would require less time. Interference from support 
staff would often take hours or require a revisit. 
(c) Top level system and database errors: Systems are not 
designed to handle large-size result files. EMIS LV in particu-
lar, is negligent for not having sufficient free database and 
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disk space which is an essential prerequisite for data extrac-
tion. This often resulted in system crashes if it was utilised for 
clinical purposes at the same time. We made sure at least 
100MBytes are free, to avoid interruptions and system restarts 
that would take 30 minutes or more. 
(d) System and communication errors: Due to insufficient 
user privileges, execution of queries is sometimes impossible. 
We used accounts with >Level 4 access to MIQUEST. Also, 
the interface would sometimes incorrectly indicate the current 
load. We were proactively ensuring that we had enough re-
sources than the stated, to prevent having the support staff sort 
it for us with a 15 minute to 1 hour addition to the collection. 
(e) Hardware and infrastructure errors: iSOFT Synergy and 
Premiere are both vulnerable to complex query sets when an 
external reporting server is not being used. We found that 
even in cases where a reporting server was installed, we had to 
use the live clinical system because of poor maintenance and 
data that were not up-to-date or incorrectly linked. 
(f) Human errors: Experience has shown that human errors 
were also commonplace even in some instances where com-
munication had been successful. On occasion, queries had 
been removed from the system by practice staff unknowingly, 
where researchers had scheduled set execution times or where 
practice staff needed to execute internal queries or mainte-
nance tasks (the data extraction tasks get lower priority than 
the system maintenance processes). 

Discussion 

Principal findings 

Data extraction techniques are widely used to answer research 
questions from routinely collected clinical data. Problems are 
faced during data extraction. Most appear to be associated 
with the way specific data extraction engines have been im-
plemented by the different EPR system vendors. The adoption 
of this error taxonomy would enable consistent reporting to 
system manufacturers and potentially improved efficiency in 
data collecting. 

Implications of findings 

Our system imposed a much more analytical approach to error 
reporting and handling from data collectors. Errors were as-
signed to all categories. Although the incidents were not 
equally distributed, they were correctly proportioned based on 
the influence of each individual category (and system ele-
ment) to the overall extraction and anonymised patient record 
collection process. The process allowed us to be more accu-
rate, fast and proactive. For example, the common error of 
queries being randomly interrupted was originally handled as 
a query writing issue. Statistically, and based on our classifi-
cation and findings, there are less chances of this error feed-
back because of a syntax or vocabulary error and the failure 
output is almost directly connected to automated backup proc-
esses on the reporting server or other maintenance issues. On 
another example, the traditional way of handling long-running 
queries was to generate subsets even in cases where the prac-
tice systems had a specific (in most cases easy to resolve) is-
sue. With our process, we would classify the error, check the 
most probable causation and proceed with the collection with-

out rescheduling a visit which involved writing vendor-
specific subset queries in-between, using valuable study time 
and resources. Also, the taxonomy helped us provide feedback 
to the EPR vendors (and MIQUEST) as in a recent example, 
new data together with the inclusion of post-collection valida-
tion error information pointed to a vendor bug with a false 
return of text data type ACR values instead of numeric ones, 
resulting in gaps inside the collected data. This was flagged, 
the developers were notified and a fix was introduced prior to 
our next collection. We found that the duration of this process 
was less than our estimate for rewriting the queries, deploying 
and executing them as well as any changes to our analysed 
flat-file generation mechanisms for converting the inconsistent 
data type. 
We followed a set of principles for our own research projects 
and found that early steps and precautions also allowed for 
minimised error frequency. For example, the use of mechani-
cal processes for query writing, code execution and system 
maintenance minimised errors in categories A and F (we fol-
lowed the commonly used reusable code principle via compo-
nent based engineering for our processes), whereas docu-
mented solutions to usual problems on software-level (for 
categories B, C and D) allowed for error solving by the collec-
tors themselves. Finally, articulating the least acceptable 
hardware features and specifications before a data provider 
joined a study minimised the impact of any issues with the 
infrastructure (category E). 
The error classification through the taxonomy we imple-
mented makes error reporting a solution-orientated approach. 
It allows for the flagging of the nature of any obstacles com-
bining precautions as well as immediate action thenceforth.  
Problems which were frequent 12 months ago no longer fea-
ture on our error list, these include but are not limited to: 
Some human errors, disk space issues where feedback would 
be inaccurate, crashes on the server because of lengthy or 
problematic queries and shared folder issues where the map-
ping of local drives needs to be set up by staff with sufficient 
privileges. 
This process provided team members the confidence to ap-
proach vendors or explain the limitations of hardware or soft-
ware to healthcare providers participating in research. 

Comparison with literature 

We identified a dearth of literature on error reporting.  Though 
much is written about how data from EPR systems are ex-
pected to have a central role within healthcare commissioning, 
and quality improvement [10].  
There are generic IT approaches to problems with data extrac-
tion: namely the resolution of possible data conflicts occurring 
in the database integration process; incompatibilities between 
databases, differences in data types; and copies of the same 
information stored in different databases [11]. There are ex-
amples of logging mechanisms able to identify errors either in 
extraction itself or the underlying EPR system data (for exam-
ple, the miscoding of family history as heart disease resulting 
in apparently 25% of practice population as having this diag-
nosis) [12]. The above reveal the need for a structured error 
handling process. The literature recognises the problems with 
heterogeneous distributed databases as well as the cost and 
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effort for overcoming them without a standard well-defined 
and designed process [5,11]. 
The UK national data quality programme PRIMIS+ discussion 
board illustrates how data extraction problems extend widely; 
but does not incorporate any sort of error taxonomy [13].  

Limitations of method 

We found that on rare occasions the translation of an issue 
that can be connected to multiple categories has a slight 
change on its meaning (not on its effect, however) when rede-
fined for our functional approach. 
Also, for a number of problems we had to analyse feedback 
from the data collectors several times, in order to define the 
most appropriate category definition and the course of action 
that required the least effort (in terms of man-hours or external 
resources involved). 
Based on our need for immediate logging of the problems and 
comments about them, we had to update the list as the extrac-
tions progressed and collections were rescheduled. 
The design of the online system for error reporting allowed us 
to propagate knowledge on the effect and effort in resolving 
issues across several projects by setting principles and user-
access rights for different teams in several locations connected 
to the same central repository. An approach that can widely be 
used for cross-platform access with direct assignees, minimis-
ing the time spend for both administering and providing solu-
tions in timely manner. 

Call for further research 

Based on our findings, the implementation of a shared report-
ing system adopted by the individual EPR system vendors can 
help the secondary use of routinely collected data by allowing 
for faster solutions and therefore interpretation and use of the 
output data. 

Conclusion 
This approach has enabled us to achieve higher levels of suc-
cessful problem reporting and solving. Its method could be 
replicated in other projects. We recommend the use of this 
taxonomy for error reporting for any type of study whether 
using primary or secondary care data. 
 System vendors should be more aware of the potential impact 
of non-standard interfaces.  Better structured systems, which 
more strictly implemented standards, would reduce the time 
spent in crisis managing problems when extracting data.  A 
national or international system of error reporting would allow 
sharing of workarounds is urgently needed.  Adoption of a 
standardised method of solution-orientated error reporting 
would help EPR vendors identify and address errors in data 
extraction from their systems. 
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