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Abstract. Over recent years, resource provisioning over the Internet has moved 

from Grid to Cloud computing. Whilst the capabilities and the ease of use have 

increased, uptake is still comparatively slow, in particular in the commercial 

context. This paper discusses a novel resource provisioning concept called 

Service-oriented Operating Systems and how it differs from existing approaches of 

Grids and Clouds. The proposed approach aims for making applications and 

computers more independent of the underlying hardware and increase mobility and 

performance. The base architecture and functionality will be detailed in this paper, 

as well as how such operating systems could be deployed in future workspaces. 
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Introduction 

The Grid concept is understood in this paper as a set of distributed resources integrated 

in a fashion allowing remote execution of processes and applications with different 

requirements towards the underlying resources, such as computational power. Next to 

execution of tasks, it is also often considered a space for storing vast data amounts. 

These types are often referred to as computational or storage Grids. Depending on 

whether execution / storage is supposed to be stable non-regarding changes in the Grid 

structure (i.e. failure of individual resource nodes), we speak of managed grids. 

Though these do not comprise the full usage scope of Grids, it nonetheless reflects 

the base commonality of most use cases, namely the capability to provide (managed) 

resources in a fashion that they can be used remotely with little to no impact on the 

local execution of processes, respectively extending the capabilities of local resources. 

Cloud computing has recently emerged from this movement as a means to provide 

in particular computational resources, even though storage clouds are gaining in 

popularity too. From the Grid perspective, Clouds are only passive resources in the 

sense of nodes in the computational or data grid case – they do not offer the enhanced 

capabilities of Virtual Organisations or similar, nor do they easily plug in into existing 

grid structures (such as GT4). Typically cloud and similar resource providers expose 

their own proprietary APIs which imply that the resources are used in a more manual 

fashion than originally envisaged by the Grid. From this point of view, clouds are only 

extended single Grid nodes. However they can be seen as an intermediary step to 

enabling dynamic outsourcing in a form that extends local resources. 
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This paper will examine the current problems in resource provisioning and uptake 

in commerce, as well as proposing a means to overcome these problems (section 1 & 2). 

We will present the notion of Service Oriented Operating Systems (SOS) that integrate 

dynamic resource pools and execute processes across these (section 3 & 4). We will 

then compare this model with current related approaches (section 5) and conclude by 

examining the relevance of resource fabrics for the future internet. 

1. From Grids to Clouds and their limitations 

Early Grid solutions had been introduced to overcome the limitations of computing 

systems and integrate geographically dispersed resources into a metacomputer [19]. 

This concept had been further extended to allow for integration of more heterogeneous 

resources. Prominent realisations of this are the EGEE [20] and DEISA [21] infra-

structures. While they are well perceived and used within the scientific community 

their uptake for business or general purpose applications remains quite limited. 

The move from proprietary solutions towards Service Oriented Grids [22] [23] has 

increased uptake within the community as critical aspects such as commercial level 

security, exploitation of Web Service standards and frameworks decreased the entry 

level border for programmers and companies significantly and is further developed 

utilizing semantic technology towards Service Oriented Knowledge Utilities [24]. 

Grids realising cross-organisational collaborations remain still comparatively complex 

and competing standards for key aspects make investment in this technology risky. 

Cloud computing addresses the major limitations of Grid solutions and convinces 

by its (seeming) simplicity. They pick up the concept of Virtual Hosting Environments 

[23] [2] and realise them in an efficient and easy to use fashion. In order to be 

commercially viable, outsourcing approaches like Clouds have to take extreme security 

and legal precautions, as typically the data transported to and computed on external 

resources is sensitive to the respective customer. The complexity of outsourced compu-

tational resources was one of the reasons to make the approach of grid- / web service 

based Virtual Organisations [14] so attractive for enterprises. 

Existing Cloud solutions only partially address such business requirements so far 

and clearly attract users without specific requirements e.g. related to the confidentiality 

of their data. The realization of Grids over Clouds (cf. Figure 3) would enable such 

combined features but require additional mechanisms to bridge the gap between the 

Grid and the Cloud environment. 

Current approaches e.g. by Amazon [5] or SalesForce’ [4] suffer in particular from 

their proprietary APIs and their clear disjunction from local machines: whilst network 

storage can already be easily integrated into the user’s operating system given that it is 

static, resources, services and applications on a network level cannot. Even though the 

web service approach would allow for this integration due to its standard interface 

approach, usage is not easy and typically comes at the cost of speed. 

Web Services and Grid put the user in control of the actions and integrations – 

something that very few users are willing to put up with, let alone have the knowledge 

and capabilities to do so. For low level resources this is furthermore not even required. 

Service-oriented Operating Systems treat resources as what they are: resources, i.e. 

they are treated by the OS in the same way as local devices. As we will show in the 

discussion section, even web based applications effectively similar to computational 

resources with very limited capabilities (namely execution of the respective process). 
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2. Resource Fabrics: Building up the Service-oriented Operating System 

For a SOS, the network builds a mesh of potential resources, similar to P2P where the 

nodes build up the network. The main OS instance will identify remote resources and 

their capabilities – ranging from speed, availability etc. to type and functionality.  

Such a resource mesh consists of all machines available in the network that run the 

base infrastructure (see below) and integrates them virtually into a local environment. 

The Service-oriented Operating System therefore treats the web environment as a 

resource fabric where individual providers are subject to constant changes. 

A “resource fabric” consists of resources exposed over the internet and made 

available on a low Operating System level. Grid and Cloud provide and integrate their 

resources on higher levels, close to the actual application layer. Note that even though 

clouds can host virtual machines (and thus OS) they are still subject to the underlying 

infrastructure and require a full operating system from the user. 

Implicitly, classical approaches suffer from all according deficits and usage & 

control are completely up to the user. Extending capabilities implies reprogramming 

and deployment is restricted by the middleware (cf. Figure 3, left). Infrastructure and 

operating system even often clash, so that additional steps are required to compensate 

for the “deficiencies”, ranging from security to slow message processing. In other 

words, efficient usage of resources on the upper layers requires in-depth expertise. 

2.1. Virtualizing the Environment 

The Service-oriented approach aims to overcome these obstacles by integrating 

resources right on the OS level – the fabric thus becomes generally transparent. In other 

words, which resources, applications and devices can be used does not only depend on 

the local deployment, but also on the machines available in the fabric. 

Service-oriented OS require an intermediary layer that virtualises the hardware 

underneath it. This is already a common approach in most Operating Systems, such as 

the Hardware Abstraction Layer (HAL) [7], in order to reduce resource management 

overhead. Classical OS however treat networking on a higher layer with only the 

network card represented on the hardware layer, so as to account for different manufac-

turers. The SOS extends this concept by introducing cross network virtualisation which 

integrates resources across the web. The operating system therefore makes use of 

double blind invocation techniques (cf. [1], [2]), which renders resources and their 

location more independent from the calling infrastructure (Figure 1). This concept was 

already introduced by the IST project TrustCoM [3].  

Double blind invocation acts on both sender and recipient side to enhance control, 

i.e. applications invoke hardware non-regarding their interface and only with respect to 

their functionality (printer, storage, computation etc.) – this goes beyond the scope of 

mere low-level devices and can circumscribe applications too. The Virtual Environ-

ment layer will identify appropriate resources and providers on basis of the required 

capabilities – note that the OS is not supposed to take higher-level aspects, such as user 

profiles, into consideration at this layer, as these are application-specific. During usage, 

interaction with the resource will either take place locally without intermediary 

messaging or across the network. In both cases, the recipient will not directly expose 

the resource, but through a reduced OS instance that grants secure access control and 

routing capabilities, i.e. it is completely up to the provider, which resources and 

services to expose or where to host them. Thus, the recipient’s infrastructure can span a 
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local network. This is principally identical to cloud providers such as SalesForce which 

expose a common interface to a dynamic and fully managed cloud farm, thus reducing 

the user’s overhead to select and maintain appropriate resources. 
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Figure 1: virtualization using double blind invocation in SOS 

The communication interfaces also allow introduction of standard messaging struc-

tures, thus granting standard manufacture-independent access. With the remote instance 

hosting a reduced OS, the main instance can exploit the capabilities whilst the remote 

instance can take care of actual hardware interaction. As device drivers are the main 

source for Operating System crashes, this approach improves stability significantly, 

and reduces the risk of incompatibilities between different drivers accordingly. 

2.2. Sub Instances 

We can distinguish different types of resources and hence sub-OS instances, or micro 

Kernels, that can be integrated (cf. Figure 2):  
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Figure 2: main kernel instances 

 (1) in classical, standalone mode, the OS will make use of local resources which 

do not require their own kernel, though this is possible with new hardware architectures 

and would grant additional flexibility at run-time – this however exceeds the scope of 

this paper and will be addressed in a future publication.  

(2) dedicated resources which are only intended for usage in the SOS context 

which require embedded micro kernels that take over messaging and management, as 

well as incorporation of the driver. All access to these resources are routed via the same 

instance, leading to straight forward request queuing. More intelligent queues and self-

management capabilities are specific to the device and may extend the kernel.  

(3) resources used in multiple contexts and in particular used locally by the owner 

for his / her own purposes, need to provide the extended functionality on top of existing 
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operating systems, i.e. in the form of a standalone kernel wrapping as an application. 

The standalone kernel thereby allows designation of specific resources and applications 

for provisioning without requiring additional technical know-how: as the SOS operates 

on the code basis and not on the application level, dedicated resources of any type will 

become available to the main instance under the restrictions specified by the user. This 

allows hosting of applications equally to computational and storage resources. 

2.3. Integrating Clouds and Grids 

It is obvious that the virtualisation layer acts as a reduced Grid infrastructure 

incorporating classical resource management strategies. Notably, SOS does not provide 

the same support as current Grid related approaches, as these are not relevant for base 

resource infrastructures but add extended functionalities on top of it. Bearing the end-

user in mind, a usable system should not exceed the capabilities on the cost of usability, 

but should realise all requirements in a stable and easy to use fashion. The system is 

thereby designed open enough to allow for flexible extensions on higher levels, i.e. 

integrating research results in the area of QoS, semantic annotation and reasoning etc. 

Figure 3: layer model without (left) and with (right) Service oriented Operating Systems 

Currently, usage and research of Grid technologies in particular suffer from the 

lack of available, performing and stable infrastructures that are easy to use. With the 

SOS a new resource model is announced that incorporates main features relevant for 

cross-internet resource integration and usage in an efficient and managed fashion. 

Along the same line, Clouds typically provide managed computational resources 

over a common interface, and are thus considered dedicated resources by the SOS. 

Accordingly, the operating system can principally make use of cloud computing and 

storage given the right interface, i.e. the right extension of the micro kernels. This 

would allow easy integration and hence easy exploitation of these capabilities. 

With Service-oriented Operating Systems, the classical layer model (Figure 3, left) 

would change to the one depicted on the right in Figure 3 – note that Clouds 

themselves act on top of the network but would be integrated below the network (on 

resource level) from the end-user perspective acting on SOS. 

3. The Service Oriented Operating System Concept 

Service oriented Operating Systems would execute applications and processes across

the resource fabric – i.e. as opposed to classical distributed operating systems or 

common grid middleware, the SOS concept makes use of resources on code / data level. 

L. Schubert et al. / Above the Clouds: From Grids to Service-Oriented Operating Systems242



In other words, not only are services hosted by different providers, but more 

importantly, the executing code is distributed across the fabric, making use of specific 

conditions according to requirements. 

This has the particular advantage that the usability of the system, i.e. the look & 

feel is adapted to the user’s needs whilst extending the capabilities of the machine 

beyond the local resources. The operating system thus allows for new business models, 

where not only access to services is granted on a per-use basis, but also where whole 

code segments can be shipped and executed under license restrictions and limited to 

usage time, payment etc. This paper will not investigate the business aspects though for 

the sake of the underlying technical details (see e.g. [1]). 

In order to achieve cross fabric code execution, SOS aggregates and virtualises the 

whole fabric as a distributed, annotated virtual memory for the execution layer – in 

other words the application, process or service runs in its own virtualised environment 

similar to a hypervisor, yet with the difference that all execution codes basically share 

the same environment across distributed resources and thus can exchange data easily.  

The virtualisation technique bases on the same double blind invocation 

methodology introduced above: each application is hosted in its own virtual memory 

environment with the Service oriented OS mapping invocations between different such 

execution environments according to the respective setup and requirements. 
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Figure 4: example distribution of applications across the resource fabric 

Figure 4 depicts the virtual execution environment of each application and its 

actual mapping across the resource fabric: it can be noted that from the main OS 

instance (i.e. end-user side) all applications appear local, even though the actual code is 

distributed across resources according to execution specifics.  

3.1. Code Segmentation 

Even though processes typically perform a uniform functionality, they are nonetheless 

signified by a series of sub-routines and methods with individual requirements towards 
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infrastructure and hosting environment. One can thus e.g. distinguish between user 

interface and actual execution code in the background which may be idle for multiple 

cycles, when no specific user input requires actions. Obviously, this depends highly on 

the type of application, but it clearly shows that different code parts of one and the 

same application may have different requirements towards its hosting infrastructure. 

Notably, there are already commercial applications which address similar issues [8]. 

Service oriented Operating Systems can apply different methods to identify the 

code segment requirements: the principle approach bases on annotating the virtual 

memory in order to identify usage frequency and dependencies between segments, thus 

allowing assessments of couplings and basic infrastructure requirements. It also gives a 

rough indication of usage frequency, and thus of the user profile. Note that the accuracy 

of the segmentation and the according requirements increases over time, so that initial 

estimations may lead to performance losses. This is principally compensated through a 

“pessimistic” approach where requirements are initially estimated to be higher than the 

usage figures indicate. The details of such an annotated virtual memory management 

are beyond the scope of this paper and will be published separately.  

Depending on these indicators, code blocks may be moved to remote low 

performance computers, to devices near the user with little delays in communication or 

somewhere in-between. The overall OS architecture thereby makes no distinction 

between different connection modes of the resources, i.e. the lower layers take care of 

the actual communication non-regarding the upper layers’ requests. All resources are 

assigned with additional information related to their capabilities, such as connection 

bandwidth, response delay, computational speed etc. Information about these resources 

is gathered partially through ad-hoc publication, partially through run-time evaluation.  

With the application requiring fast available (i.e. highly connected) resources, local 

ones will be preferred over remote ones, whilst e.g. computational intense processes 

with little interaction requirements may select remotely hosted resources that are only 

accessible via the internet. In other words, the lower layer of the OS takes care of 

communication modes relevant for the upper execution layer. 

This makes the system transparent to the resources and thus also capable of hosting 

many-core platforms. As will be discussed below, this does not make the system more 

performing with respect to individual applications, but makes better use of resources 

when multiple threads are executed, in particular multiple applications in parallel.  

3.2. Code Execution 

Even with Quad-Core processors being more and more common, the typical use case is 

signified by multiple applications running in (pseudo)parallel and not with individual 

applications being executed in parallel threads. Accordingly, code execution is in its 

essence still sequential, with a main process steering the execution of individual 

applications and processes on different cores. 

The Service-oriented Operating System is no exception to this rule: it is not 

proposing new methods to automatically parallelize code, even though the execution of 

the overall process may be distributed across multiple resources within the fabric. In 

other words, the basic behavior is identical to a many-core platform with the addition 

that the actual application or process may be broken up into sub-processes and 

executed remotely according to the overall sequential execution. 

As illustrated, during “normal” pseudo-parallel execution of services and 

applications on e.g. a quad-core PC, each core is responsible for a dedicated set of 
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processes between which it constantly switches according to the multitasking concepts 

(Figure 5, left). In the case of SOS, the applications may be distributed across the 

resource fabric and executed effectively sequentially, whilst each processor switches 

between local and remote processes like in the classical case (Figure 5, right).  

Figure 5: pseudo-parallel execution on a quad core PC (left) and  

execution distributed between two cores in the resource fabric (right) 

One of the major problems during distributed execution does not consist in the 

distribution of the threads, but in handling conflicting invocations between currently 

active threads, i.e. maintaining the priority whilst distributing computational power 

between processes (cf. Figure 5, red arrows). 

4. Critical Issues & Solution Approaches 

Obviously, there are more critical issues involved in distributed code execution in the 

way presented here, than “just” scheduling between processes on a single node or core. 

Within this section, we will briefly discuss some of the major issues. It has to be kept in 

mind that Service-oriented Operating Systems such as presented here are not fully 

realized as yet, but still in an experimental research stage. It will also be noted that 

some of the issues have been addressed before, though in most cases not focusing on 

the full scale of such a distribution and execution model. 

1. Stability and Reliability in Dynamic Networks 

Resource fabrics are subject to potentially high volatility, since resources may 

become inaccessible or fail. This applies equally to network provided resources, as to 

nodes in a HPC cluster. Since in the SOS case, essential execution code may be hosted 

on a remote resource, losing connection to one of these resources will hence lead to the 

according process failing on a global level. It has to be noted though that the processes’ 

main instance (the “provider”) will have the full code available prior to its distribution. 

The information lost is related to the process state (or context) at a given time. 

Where such resource loss can be predicted in advance, graceful shutdown is a 

simple means to circumvent process failure, as this allows moving the according code 

(or data) blocks to other OS instances in time. In many cases, resource loss cannot be 

predicted however and additional means need to be provided. The classical way of 

compensating node loss in grid-like environments consists in dedicated replicated 
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execution [13] or checkpointing [12]. However, checkpoints are stored only in specific 

intervals so as to reduce impact on execution – thus, failures may result in backtracking. 

In particular for short code blocks, this approach would lead to too high disruption. 

SOS proposes to regard each application context change as a low-level checkpoint 

in which all execution information is stored in a highly available memory (RAM). Less 

available memories will lead to significant latencies during execution. Extended virtual 

memory management allows not only replicated memory across the web (with the 

according latency) but also asynchronous updating of memory with remote resources 

(without latency). The latter approach is effectively comparable to checkpointing on 

OS layer – however, with the Virtual Memory Manager being extensible, additional 

methods for delta propagation etc. can be applied to reduce the time-window between 

checkpoints, making them effectively identical to the actual execution timeframe. 

2. Consistency in Distributed Shared Memory  

Shared memory machines suffer from significant consistency issues comes to 

concurrent access to the same memory location. This is particularly true for parallel 

processes and applications that share memory (i.e. data). Numerous literature on this 

issue exists from both distributed systems perspective, as well as for concurrent thread 

execution and principally no further additions are needed here (see e.g. [17] [18] [25]).  

Note that SOS is not a system for automatic parallelisation so that the issue is not 

of direct concern for the concept. Consistency is however an implicit issue, in 

particular for processes sharing data access, although in these cases, consistency 

maintenance is mostly up to the developer. There nonetheless needs to be a means to 

assess the state of data and to prevent essential failures due to concurrent access (read / 

write protection). As SOS shifts full code contexts between processing nodes, data is 

effectively replicated in multiple locations so that no single view exists. 

The approach chosen by SOS consists in the hierarchical nature of the Virtual 

Memory Manager: as each executing resource hosts its own manager which obviously 

relates to different physical (local) addresses, the consistent view between the indi-

vidual managers consists in an application specific virtual memory environment which 

implies a (virtual) data heap and stack. Consistency across these process specific views 

is maintained by the main OS’ memory manager which maps all processes and memory 

locations across the fabric. With each execution shift, the “global” view on the memory 

state is updated to reference to the local view of the according executing resource, 

respectively considered blocked, if strong consistency protection is to be applied. 

3. Scheduling 

Scheduling is a classical issue in the area of distributed and grid computing [15] 

[16] – up to now, no general scheduling mechanism has been developed which is able 

to fulfill all relevant criteria. With SOS, this issue becomes even more critical: remote 

hosts may feed more than one main OS instance, so that the concurrent needs are not as 

easily evaluated as within a single main OS instance, in particular when the remote 

instance hosts a main instance for its own purposes competing over available resources.  

As there is no general solution to this issue, SOS proposes the most straight-

forward approach, allowing more scenario specific approaches on a higher level. 

Effectively, this approach is basing on a fair-share scheduling discipline which takes an 

assigned priority as an adjustable weight into account. Priority weights are decided 

foremost by the resource owner and secondary by the process owner – as such, a 

resource owner can assign local processes with higher priorities than individual hosted 
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instances. Priority weighing may be applied to reduce the risk of malevolent 

assignments by “greedy” consumers. 

4. Communication Latency 

Communication latency is already critical within the close proximity and high 

bandwidth of nodes within a single cluster, even more so does the comparatively high 

latency of the web affect system execution [25] [26]. However, as plenty of web 

applications have already shown, this impact is perceived differently, depending on the 

type of application [27]. As SOS does not primarily aim at execution of applications 

with high performance computing needs, but instead at extending the resource scope 

for average application developers and users, perceived average performance is more 

relevant than optimizing communication paths, which is critical in HPC processes. 

Notably, dedicated HPC developers will explicitly specify the requirements of the 

individual threads and code blocks so that SOS will not have to identify “most suiting” 

resources according to own assessments. 

In other words, primary concerns are maintenance of user interactivity so that no 

latency is perceptible, and increment of the overall performance in comparison to local 

execution. Optimization is thereby currently no concern. Accordingly, the impact of 

network latency depends completely on the type of application and its distribution 

across the web (cf. below). 

5. Security 

With remote instances hosting multiple processes from different main instances, 

security becomes a crucial concern: though the virtual memory manager creates ex-

clusive instances, there is currently no way to protect the data from the resource owner 

or malicious attacks from other instances. Nonetheless, there exist numerous 

approaches to network security and data protection mechanisms that we do not 

consider this a specific concern of the operating system architecture as yet. 

6. Code & Memory Block Relationships 

“Live” code block assessment as described in section 3.1 is accompanied with the 

risk of frequent code block shifts during execution when new resources become 

available or the assessment changes during remote execution. Also, competition with 

new processes may lead to constant reallocation which obviously impacts on efficiency 

considerably. An outstanding issue to solve consists hence in the right cut-off between 

the gains from data shifts versus the loss of maintaining code blocks at the same site. 

5. Conclusions 

Bringing distributed capabilities down to the operating system is not a new approach as 

such: MPI is a means to write distributed (parallel) applications [9], and e.g. the IP 

project XtreemOS moves essential grid functionalities onto the OS level [10], thus 

increasing performance and reducing complexity. Further to this, the .NET Framework 

3.5 brings essential networking and distribution features directly to the application 

layer [11] – future Windows versions may incorporate these features into the OS layer. 

All these indicate a clear trend towards shifting the management overhead further 

away from the user and building up a distributed resource environment on OS / process 

execution level, so basically realizing a first step towards the resource fabric. However, 
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none of these approaches distributes actual execution code dynamically across different 

device types, thus exploiting the full resource fabric and in particular building up the 

future operating system that allows for dynamic low level resources and n-core support. 

We have described in this paper how future OS models will realise a shift from 

application layer resource sharing to low-level resource webs, called “resource fabrics”. 

Such operating systems will not only shift a great amount of management overhead 

away from the user, thus making resource and application sharing more attractive, but 

it will also improve performance through reduction of messaging overheads. 

These future models will enable flexible resource integration and distributed 

execution of code as originally envisaged by the Grid community (see e.g. [28]). 

Recent development in the area of Service Oriented Architectures, as well as the 

advances in computer and network architectures have now reached a stage where this 

original vision becomes feasible in a complete new fashion, namely the resource fabric. 

Future operating systems building upon this model will thus significantly increase 

the dynamicity and stability of the main execution core, as it will become more 

independent of the resource fabric. 
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