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Abstract. We propose a new algorithm for solving Distributed
Constraint Optimization Problems (DCOPs). Our algorithm, called
DyBop, is based on branch and bound search with dynamic order-
ing of agents. A distinctive feature of this algorithm is that it uses
the concept of valued nogood. Combining lower bounds on inferred
valued nogoods computed cooperatively helps pruning dynamically
unfeasible sub-problems and speeds up the search. DyBop requires a
polynomial space at each agent. Experiments show that DyBop has
significantly better performance than other DCOP algorithms.

1 INTRODUCTION

The Distributed Constraint Optimization Problem (DCOP) is a pow-
erful formalism to model a wide range of applications in multi-agent
coordination. The major motivation for research on DCOPs is that
they are an elegant model for many every day combinatorial prob-
lems that are distributed by nature, such as distributed resource allo-
cation, distributed scheduling, or sensor networks.

In this paper, we present a new distributed algorithm, called
DyBop: Dynamic Backtracking search for DCOPs. It is based on
branch and bound search and uses the concept of valued nogood in-
troduced in [2, 7]. DyBop is guaranteed to terminate and requires
polynomial space. The agents assign their variables sequentially and
compute asynchronously a lower bound to the cost of the current con-
text. Whenever an agent is successfully assigned, it sends copies of
the current context to all unassigned agents concurrently. These unas-
signed agents send back the cost of their cheapest assignment wrt this
context. If the aggregation of the costs received by the current agent
is greater than the current upper bound, the current agent changes its
value. If no value remains available, a valued nogood is sent from
the current agent to the lowest agent involved in the nogood. Exper-
imental results on random Max-DisCSPs and a real structured prob-
lem (Distributed Meeting Scheduling) show that DyBop outperforms
both AFB-BJ [5], NCBB [1] and ABFS [4].

2 BACKGROUND

The Distributed Constraint Optimization Problem is a tuple
(A,X ,D, C, F ), where A is a set of agents {A1, A2, ..., Ak}, X
is a set of variables {X1, X2, ..., Xn}, and D = {D1, D2, ..., Dn}
is a set of domains, where each Di in D is a finite set containing the
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values to which its associated variable Xi may be assigned. Only the
agent who contains a variable has control of its value, and knowledge
of its domain. C = {cij : Di × Dj → R

+, with i, j ∈ 1...n, i �= j}
is a set of constraints, represented by a cost function cij for each pair
of variables Xi and Xj . The goal is to find a global assignment I of
values to variables in X such that the objective function F is mini-
mized. The valued nogood [2] is an extension of the classical nogood
for Valued CSP. Recently, Silaghi et al. have introduced the inference
power of valued nogoods in DCOP solving [7].

Definition 1 (Valued Nogood [2]) A valued nogood has the form
(I, v, C). It specifies that given a set of constraints C, a
global assignment extending the partial assignment I =
{(X1, v1), . . . , (Xk, vk)} has cost at least v. C is a set of reference
constraints called justification in [7].

3 DYBOP

In DyBop, each agent stores a nogood per value. During search, each
agent holds its view of the current state of search in a data structure
called current context CCTX.

Definition 2 (Context) For a partial assignment PA that we try
to extend, we associate a current context CCTX of the form
〈PA,N , CS〉, where N = {NX1

, . . . , NXk
} is the set of all

nogoods associated to variable assignment in PA, and CS =
{CSX1

, . . . , CSXn
} is a list of conflict sets. Each conflict set CSXi

contains all agentID which are used to identify the assignments in
any nogood stored by Xi.

In DyBop, only one agent performs an assignment on the current
context CCTX at a time. Whenever the agent was successfully as-
signed, it sends copies of CCTX to all unassigned agents concur-
rently and awaits for response messages. All unassigned agents com-
pute asynchronously a valued nogood with a valuation equal to the
lower bound of the cost of assigning a value to their variables, and
send this nogood back to the agent which performed the assignment.
The assigning agent accumulates these valued nogoods using sum-
inference, an aggregation operator based on the objective function
F . Once the valuation of accumulated nogood exceeds that of the
best known solution found so far, the agent prunes its current value.
The accumulated nogood is stored as explanation of value removal.
On the other hand, when the cost of the aggregation of all valued
nogoods coming from unassigned agents is less than the cost of the
best known full assignment, the agent sends the current context to the
agent selected as next. So, the current context is propagated forward
sequentially. Whenever the current agent cannot find a valid value, it
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performs the min-resolution of its stored set of nogoods, and sends
back the resulting nogood to the last assigned agent in this nogood.
When an agent receives such a valued nogood due to a backtrack,
before storing it, the agent performs a partial reduction [2] of this
nogood by using the last stored nogood related to the current value
and the nogood related to the current assignment CCTX.

The communication among DyBop agents is performed by five
types of messages. CTX: A message that carries the current con-
text CCTX. FB CTX: A forward bounding message that is an ex-
act copy of a CCTX. Every agent that assigns its variables on a
CCTX creates an exact copy in the form of a FB CTX and sends
it forward to all unassigned agents. An agent receiving an FB CTX
message computes a valued nogood with a valuation equal to the
lower bound on the cost increment caused by adding an assignment
for its variables to the CCTX. This estimated nogood is sent back
to the agent which sent the FB CTX message via an ESTIMATE
message. BACK: A message that is sent back when dynamic back-
tracking is performed. It carries a valued nogood that justifies the
conflict and the current context CCTX. The receiver of this mes-
sage is chosen as the last assigned agent in the carried nogood.

Theorem 1 DyBop is correct and terminates.

Proof. During DyBop search, all operations on valued nogoods
are logically sound. Thus, if DyBop terminates, the upper bound
is optimal, so solution is found. Termination can be proved if we
consider a simple version of DyBop where FB CTX messages
are not used. This version is a complete algorithm because the
nogoods produced by min-resolution are similar to classical nogoods
rejecting an assignment. Therefore, it is sufficient to apply the
method used by Ginsberg to show the termination of centralized
dynamic backtracking. When we add FB CTX messages, the stored
nogoods coming with these messages cannot break the termination
because they follow the same inference principle used for nogoods
coming from Back messages. Thus, DyBop terminates. �

4 EXPERIMENTAL RESULTS

We considered two different problems for our experiments. The first
was a random Max-DisCSP with 10 agents containing a single vari-
able, in which all constraint costs are equal to 1, and density of the
constraint graph is 40%. The second was a real structured problem,
the Distributed Meeting Scheduling problem (DMS). We have tested
three DMS problem classes. Each DMS problem class is represented
by the pair (m,p) = (#meetings, #participants) in which there are p

agents with multiple variables (m variables to the maximum). There
are 5 values in each domain, each of them representing a possible
meeting start time. All experiments were performed on the DisChoco
platform [3] in which agents are simulated by threads which com-
municate only through message passing. We evaluate the algorithms
performance by the mean of non obsolete messages (NO-MSGs), and
the Equivalent Non Concurrent Constraint Checks (ENCCCs) [1] on
10 instances. ENCCCs are a weighted sum of processing and com-
munication time. For random problems, we simulate two scenarios of
communication: fast communication (message delay cost = 0 CCCs),
and slow communication (message delay cost = 1000 CCCs). Ex-
perimental results are shown in Fig. 1. We observe that for almost
all parameter settings, DyBop is significantly better than both AFB-
BJ and ABFS. For DMS problems, Table 1 presents the results in a
slow communication system. It shows that DyBop is even better than
on random. On instances (5, 7), with a cutoff set at 1,800 seconds,

Figure 1. Results on random instances of max-DisCSP with 10 agents

DyBop provides optimal solutions for all instances against 70% for
ABFS and AFB. We point out that Gershman et al. showed that AFB-
BJ is faster than DPOP, which has been shown faster than NCBB [6].

Table 1. Results on DMS. #msg = #NO-MSG and #cc = #ENCCCs

DyBop ABFS AFB-BJ
(m, p) #msg #cc #msg #cc #msg #cc
(5, 5) 931 2,299 1,315 3,730 1,946 7,982
(5, 6) 1,676 3,797 3,365 12,450 5,403 34,188
(5, 7) 2,597 5,791 316K 1,513K 5,387K 80,345K

5 CONCLUSION

We have presented DyBop, a new algorithm for solving Distributed
Constraint Optimization Problems (DCOPs). DyBop is based on
branch and bound search with dynamic ordering of agents, and it
uses the concept of valued nogood introduced in [2, 7]. Experiments
show that the proposed approach of combining lower bounds on in-
ferred valued nogoods computed cooperatively speeds up the search
significantly wrt existing techniques.
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