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Abstract. In this paper we propose a novel approach to train Multi-
Agent Reinforcement Learning (MARL) agents to cooperate to de-
tect intrusions in the form of normal and abnormal states in the net-
work. We present an architecture of distributed sensor and decision
agents that learn how to identify normal and abnormal states of the
network using Reinforcement Learning (RL). Sensor agents extract
network-state information using tile-coding as a function approxima-
tion technique and send communication signals in the form of actions
to decision agents. By means of an on line process, sensor and deci-
sion agents learn the semantics of the communication actions. In this
paper we detail the learning process and the operation of the agent
architecture. We also present tests and results of our research work
in an intrusion detection case study, using a realistic network simu-
lation where sensor and decision agents learn to identify normal and
abnormal states of the network.

1 Introduction

Intrusion Detection Systems (IDS) play an important role in the pro-
tection of computer networks and information systems from intrud-
ers and attacks. Despite previous research efforts there are still ar-
eas where IDS have not satisfied all requirements of modern com-
puter systems. Specifically, Denial of Service (DoS) and Distributed
Denial of Service (DDoS) attacks have received significant atten-
tion due to the increased security vulnerabilities in end-user software
and bot-nets. A special case of DoS are the Flooding-Base DoS and
Flooding-Base DDoS attacks. These are generally based on a flood
of packets with the intention of overfilling the network resources of
the victim. It is especially difficult to create a flexible hand-coded
IDS for such attacks, and machine learning is a promising avenue
to tackle the problem. Due to the distributed nature of this type of
attacks and the complexities that involve its detection, we propose a
distributed reinforcement learning (RL) approach.

In RL agents learn to act optimally via observations and feedback
from the environment in the form of positive or negative rewards [7].
Multi-Agent RL has been successfully used to solve some challeng-
ing problems in various areas. Despite its apparent appeal, MARL
needs to deal with problems such as the size of the action-state space
which makes scalability an issue; the partial information that agents
have of other agents’ observations and actions; a non-stationary en-
vironment as result of the actions of other agents, and the credit as-
signment problem.

To overcome these problems we present an architecture of dis-
tributed sensor agents that get information from the environment
and share it in the form of communication signals with other agents
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higher up the hierarchy. Without any previous semantic knowledge
about the signals, higher-level hierarchical agents interpret them and
consequently interact with the environment. This results in a learn-
ing process where agents with partial observability make decisions
and coordinate their own actions to reach a common goal. In order
to evaluate our proposal we explore its use of Distributed Intrusion
Detection Systems (DIDS).

2 Agent Architecture

We propose an architecture of autonomus agents divided sensor
agents (SA) and decision agents (DA). SA collect and analyse state
information about the environment. Each SA receives only partial
information about the global state of the environment and they map
this local state to communications action-signals. These signals are
received by the DA and without any previous knowledge it learns
their semantics and how to interpret their meaning. In this way, the
DA tries to model the local state of cell environment. Then it decides
which final action to trigger (in our case study it triggers an alarm to
the network operator). When the DA triggers the action and this is
appropriate accordingly with the goal pursued, all the agents receive
a positive reward. If the action is not correct, all the agents receive a
negative reward. The goal is to coordinate the signals sent by the SA
to the DA in order to represent the global state of the environment.

To detect the abnormal states that DoS and DDoS generate in a
computer network we have designed an architecture composed by
four agents. These agents are a Congestion Sensor Agent (CSA), a
Delay Sensor Agent (DSA), a Flow Sensor Agent (FSA) and the De-
cision Agent (DA). We need this diversity of sensor information to
develop more reliable IDS. The idea is that each sensor agent per-
ceives different information depending on their capabilities, their op-
erative task and where they are deployed in the network. Furthermore
not all the features are available in a single point in the network. Flow
and congestion information may be measured in a border router be-
tween the Internet and the Intranet whilst delay information may be
only available from an internal router.

3 Results

We set up several tests to verify the learning capabilities of our agent
architecture. We used a control test to train the agents to categorise
basic normal and abnormal activity in the network. To simulate the
normal traffic we randomly started and stopped connections from
node 0 (TCP/FTP) and node 1 (UDP stream). Using another ran-
dom pattern of connections we used node 4 to simulate the attacks
to the network characterised by a flood of UDP traffic. To evaluate
the adaptability of the agents we ran tests changing the normal and
abnormal traffic patterns. We also ran tests designed to create more
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complex scenarios where the attacker changes its attack to mimic
authorised or normal traffic.

We compared our learning algorithm against two hard-coded ap-
proaches. The first hard-coded approach (Hard-Coded 1) emulated a
misuse IDS. In this case the IDS is looking for the patterns that match
an attack. The Hard-Coded 2 approach integrates the same variety of
input information as our learning algorithm. We evaluated the learn-
ing and hard-coded approaches using test 2 and test 5. Test 2 only
changes the traffic pattern of the attack and it must be very simple
to detect. Attacks in test 5 we changed the packet size and the attack
UDP port to be the same used by normal applications. This test is
the hardest to detect because it emulates some of the signatures of
normal traffic. The learning curves of the test are shown in Fig.1.
Hard-Coded 1 had no problem to identify attacks and have low false
negatives for test 2 but it completely failed to detect attacks test 5.
This is the same problem that misuse IDS have when the signature
of the attack changes or when they face unknown attacks. The results
for Hard-Coded 2 and our learning approach confirm our argument
that for more reliable intrusion detection we need a variety of infor-
mation sources. Both solutions were capable of detecting the attacks
even though one of the sensors was reporting incorrect information.
This scenario also could be seen as the emulation of a broken sensor
sending bogus information or a sensor compromised by the attacker
and forced to send misleading signals. Either way it demonstrates
that a system using more than one source to detect intrusions could
be more reliable than single-source IDS.

Figure 1. Learning Curves
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Both the Hand-coded 2 and learning approaches present very good
results regarding the identification of normal and abnormal states
in the network. While the learning algorithm requires some time to
learn to recognise normal and abnormal activity, it does not require
any previous knowledge about the behaviour of the measured vari-
ables. Hand-coded 2 reaches maximum performance since the be-
ginning of the simulation but it requires in-deepth knowledge from
the policy programmer about the the network traffic and the variables
measured to detect intrusions.

4 Related Work

Problems such as the curse of dimensionality; partial observability
and scalability in MARL have been analysed using a variety of meth-
ods and techniques and they represent the foundation of our research.
An application of MARL to networking environments is presented in

[2] where cooperative agents learn how to route packets using opti-
mal paths. Using the same approach of flow control and feedback
from the environment, other researchers have expanded the use of
RL in routing algorithms [6], explore the use of MARL to control
congestion in networks [4], routing using QoS [5] and more recently
to control DDoS attacks [9].

The use of RL in the intrusion detection field has not been widely
studied and even less in distributed intrusion detection. Some re-
search works are [3] where the authors trained a neural network us-
ing RL and [1] where game theory is used to train agents to recog-
nise DoS attacks against routing infrastructure. Other recent research
work include the use of RL to detect host intrusion using sequence
system calls [10] and the previously mentioned [9].

5 Conclusion and Future Work
We have shown how a group of agents can coordinate their actions to
reach the common goal of network intrusion detection. During this
process decision agents learn how to interpret the action-signals sent
by sensor agents without any previously assigned semantics. These
action-signals aggregate the partial information received by sensor
agents and they are used by the decision agents to reconstruct the
global state of the environment. In our case study, we evaluate our
learning approach by identifying normal and abnormal states of a re-
alistic network subjected to various DoS attacks. We have also suc-
cessfully applied RL in a group of network agents under conditions
of partial observability, restricted communication and global rewards
in a realistic network simulation. Finally we can conclude that us-
ing a variety of network data has generated good results to identify
the state of the network. In some cases the agents can generate good
results even when some of this information is missing.

Future work include scaling up our learning approach to a large
number of agents a hierarchical approach. This architecture will al-
low us to create more complex network topologies and eventually the
emulation of real packet streams inside the network environment.
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