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ContextAggregator: A heuristic-based approach for
automated feature construction and selection

Robert Lokaiczyk and Manuel Goertz'

Abstract. Our research goal is to work towards a personal context-
aware assistance and retrieval of relevant resources to computer users
during a certain work task. This paper presents a general-purpose, al-
gorithmic approach for automated context aggregation by heuristic-
based feature construction. Our implementation of the context rea-
soning layer combines lower-level context features to new aggre-
gated higher-level context features. Our approach allows — in con-
trast to most other approaches — an automated feature combination
to achieve a high prediction accuracy of the user’s work task.

Introduction

Recent work in personal information and knowledge management
systems often focuses on context awareness [5] and task orienta-
tion [3, 9]. Which, given a determined work task, provide the user
with suitable learning resources relevant for the current learning need
in the current work task. A crucial factor for fulfilling the vision of
in-place and in-time e-learning systems is the user’s context. Tak-
ing the user’s current task into account the systems are able to pro-
vide adaptive assistance and learning resources. Forms of workplace-
integrated learning support might be displaying a list of task-relevant
documents in an enterprise environment. In [7] and [3] resources are
determined by querying the (pre-modelled) semantic network given
a description of the current work task. Consequently, our goal should
be to determine the current work task of the user automatically only
by means of available context information on the desktop and not by
manual input by the user.

1 Context

We focus on knowledge-intensive work on the desktop of the com-
puter worker. Therefore, we define Desktop Context — in accordance
with [1] — as all measurable environmental settings that surround the
user desktop work. Technically, these settings are monitored by desk-
top context sensors that collect system events and user interaction
with the workbench. The context sensors are implemented as soft-
ware hooks that operate on operation system level and log the data
continuously. Thereby, the layer of context elicitation is completely
transparent and unobtrusive to the user. The collected context events
are encoded in a data stream which can be used as a feature stream
for further processing.

Whole tasks can be seen as slices of the event stream consisting
of typical events correlating with a certain work task. The sequence
of context events reflects the users actions during the work process.
Context events include keystrokes, application launches, full-text of

L SAP Research, Darmstadt, Germany, email: firstname.lastname @sap.com

documents etc. Based on the user’s context information it is possible
to predict the user’s work task.

2 Approach

The basic approach of understanding the problem of task detection
as a machine learning classification is shown in [6]. Consequently
we only briefly summarize the key idea. First, a reasonable amount
of training data is acquired by manual annotation of the work task
by user right during is work process. The user selects from a limited
set of tasks which are pre-modeled and typical for the work process
within the involved organization. The selected task is annotated to the
collected training material of work streams recorded with the context
monitor. The task prediction algorithm based on the learned model
automatically classifies the active tasks using continuously recorded
event streams. Whenever the classifier detects a change in the user’s
work tasks, a new retrieval of task-relevant resources is triggered and
our personal information assistant displays a new list of associated
learning resources.

2.1 ContextAggregator Algorithm

The paper presents the idea of unsupervised context aggregation. Un-
til now most approaches of aggregating desktop events to more com-
plex, meaningful units are manually handled by the user or previ-
ously modeled by domain experts. We differ by providing an unsu-
pervised algorithm for context aggregation that takes the user out of
the loop and is not dependent of domain-specific knowledge. The
fundamental idea is combining desktop events to new events that po-
tentially are more valuable features for work task prediction. Thereby
the mutual correlation between features is taken into account to in-
crease information gain for the prediction.

2.2 Aggregation Functions

The idea of the aggregation functions here is basically building pred-
icates on new combinations of features that are considered as poten-
tially more valuable features. As measurement for the impact we use
information gain [8], a common feature relevance measure from the
data mining area. We propose a algorithm and a set of combination
functions that appears to be very prospering for our particular context
aggregation problem. For combining features we use an extensive set
of functions that map a number of features (n) to a new feature (see
equation 1).

fi: F" = F M

For our experiments the used set of functions turns out to deliver
already good results. But the extensibility of the algorithm with more
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specific aggregation functions is definitely an advantage in order to
receive even better results with domain-specific mapping functions.

2.3 Heuristic

For reducing both the computational complexity and the memory re-
quirements we apply some heuristic rules that prefer certain feature
combinations and reject others.

In particular we use the following heuristics to reduce the
complexity of context aggregation:

1) Filter ill-defined mappings of events. As an example we can
consider the function max(date, windowname), which is not de-
fined.

1) Keep statistics of transformation functions that usually lead
to increased information gain. Thus, the algorithm can prefer rules
that are already known to improve the result on the particular domain.

111) Skip feature duplicates. We avoid those features by checking
for duplicates within the already existing feature vectors. As an
example you can consider mazx(max(event)) which always
reduces to max(event).

1V) Limit the stored feature set to a small subset of possible fea-
tures. We keep only the topmost n features (ranked by information
gain).

V) Skip feature combinations with low impact. For a potential
improvement the information gain of the feature combination should
be at least above the maximum of the information gain of the
involved features.

With this set of rules the algorithm is quickly able to determine
the most valuable feature combinations and will not take unimportant
combinations into account.

3 Analysis of the Algorithms

First, the we analyse the convergence of the ContextAggregator-
algorithm. As shown in Figure 1(a), the ContextAggregator-
algorithm usually converges very fast, only after a few iterations. In
our experiments there was no more strong improvement after about
5 iterations.
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Figure 1. Evaluation of the Proposed Algorithm

For evaluation purposes we (see Chapter 1) collected context data
together with annotated task labels during a work process (14 unique

users; 18 work hours). To measure the improvement of aggregating
the context of the collected training material, we apply an n-fold
cross-validation where n is the number of distinct users. We calcu-
late the averaged performance metrics from the individual data seg-
mentations. The separation of training data for each user is necessary
in order to really prove that the learned knowledge from the training
data is really transferable to the separated user whose own training
material is not in the particular training set. As classification algo-
rithm we use Naive Bayes, since it has the theoretical minimum er-
ror rate in comparison to all other classifiers [4] and practical experi-
ments indicate a good accuracy even if the independence assumption
is violated [2].

In order to prove the boosted accuracy with automatically derived
higher-level context information we compare the accuracy values of
the prediction algorithm with context aggregation to those without.
Obviously, the context aggregation yields to an increase in prediction
accuracy which can be seen in Figure 1(b). This result is significant
at a confidence of 99%.

4 Summary

In this paper we propose a multi-purpose context aggregation algo-
rithm based on heuristic rules that is able to construct more relevant
features out of the large number of possible context events. Further-
more, we evaluate the algorithm on the data of a user study for the
purpose of user task prediction and show a significant improvement
over the basic non-aggregated version. By using a number of simple
heuristics we are able to reduce the computational complexity and
memory requirements of the aggregation algorithm.
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