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Abstract. The odor of citrus juice changes during the storing process. We use an 
electronic nose (E-nose) to detect the volatile odors released by citrus juice and use 
the detect results to classify citrus juices from different storage periods. In this 
article, a novel classifier of E-nose, namely broad learning system (BLS) is 
introduced. BLS is different from traditional classifier. It has a simple network 
model, which can greatly reduce the training time of the model. BLS can 
effectively combine feature extraction and classification recognition to make the 
model more efficient. We apply BLS to the analysis of valencia citrus juice data. 
The experimental results show that BLS can effectively identify the current stage 
of the stored valencia citrus juice. Compared with traditional classifier such as 
radical basis function neural network (RBFNN) and linear discriminant analysis 
(LDA), the results show that BLS has better performance for the storage period 
classification of valencia citrus juice. 
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1. Introduction 

Due to the improvement of people’s living standards, citrus juice is loved by 

consumers in their daily life. However, the storage of citrus juice is a serious problem. 

We need to detect citrus juice at all times to ensure the quality of citrus juice. Because 

citrus juice emits some volatile odors, we can determine the storage period of citrus 

juice by detecting volatile gases, and thus determine the quality of citrus juice. In this 

article, we use the electronic nose (E-nose) for the quality identification of juice. At 

present, the feasibility of the identification of juice quality by the E-nose has been 

verified [1, 2]. 

E-nose is an intelligent system composed of sensor arrays and pattern recognition 

algorithm. It can be used to simulate human olfactory organs to identify odors or gases 

[3, 4]. In the current research, E-nose has been widely used in the detection of gas or 

odor, and it also has certain advantages compared with traditional methods such as 

human olfactory analysis and precision instrument analysis. Compared with traditional 

methods, E-nose has the following advantages. Firstly, it can work stably for a long 

time. Secondly, it is less affected by external factors during the detection process. 

Finally, it can make accurate quantitative analysis of the target gas or odor. At present, 
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it has been widely used in explosive detection [5, 6], environmental monitoring [7, 8], 

Food storage [9] and disease diagnosis [10].  

In traditional pattern recognition algorithms, feature extraction and classification 

recognition are divided into two independent steps. The first step of processing the raw 

response data of the sensor is feature extraction. Then, we use the data after feature 

extraction to build a classifier model. Feature extraction will influence the recognition 

rate of the final classification, but the target requirements of the two stages may be 

different, which will lead to a unsatisfactory results. It is assumed that the combination 

of feature extraction and classification recognition unifies the requirements of the two 

stages, and whether the final classification accuracy can be improved. Therefore, it is 

necessary to find an algorithm that integrates feature extraction and classification 

recognition. 

Broad learning system (BLS) is a simple flat network, proposed in 2018 by C. L. 

Philip Chen [11, 12]. BLS uses a random mapping method to convert the original data 

into mapped features and enhanced features, and then connects the two horizontally to 

form the actual input of the model. Through random mapping, effective feature is 

extracted from the original data. Therefore, no other feature extraction methods are 

needed to process the raw data. In addition, high-dimensional (or even infinite-

dimensional) data can be processed by random mapping. Finally, the simple network 

structure of BLS can shorten the time to train the model. Compared with traditional 

classifier, when BLS processes large samples, the training time required for the model 

is shorter. BLS perfectly combines feature extraction and classification recognition. 

The advantage of doing so is that it can uniformly set parameters and modify the model 

according to the accuracy of the final classification recognition. So far, it has been 

applied to time series prediction [13], drift compensation [14], image classification [15] 

and so on. 

In this article, we apply BLS to solve the classification problem of E-nose. In the 

other parts of the article, we first introduce the experimental platform and sample 

collection in Section 2, then, overview of BLS will be introduced in Section 3, the 

results and discussion are presented in Section 4, finally, the conclusion of this article 

is in Section 5. 

2. Materials and methods 

2.1. Experimental setup 

In this section, we introduce the self-made E-nose system. The detailed structure of the 

self-made electronic nose system is shown in Figure 1. The self-made E-nose system is 

composed of E-nose, PC, gas flow meter, a temperature-humidity controlled chamber 

and air pump. The E-nose has two ports, port 1 is for injecting target gas into the air 

chamber, and port 2 is for injecting clean air into the air chamber. When the target gas 

is injected into the gas chamber to make full contact, the sensors will respond and use 

the analog-digital converter (A/D) to convert the response signal of the sensor into a 

digital signal, and use a joint test action group (JTAG) to save data to PC. 

According to paper [16], we can find that valencia citrus juice is composed of 

hydrocarbons, alcohols, aldehydes, ketones, esters and other chemical components. The 

E-nose has a sensor array composed of 15 gas sensors, which ensures that the odor 

components emitted by valencia citrus juice can be fully detected, and these sensors 
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used have the advantages of cost-effective, low energy consumption and high 

measurement accuracy. 

 

Figure 1.  System diagram of self-made E-nose system 

2.2. Sampling experiments  

Firstly, we adjust the temperature and humidity of the air chamber, and set the 

temperature and humidity to 25℃ and 40% respectively. Then start the sampling 

experiment, and one single sampling steps are as follows: 

 Step 1: Restore the baseline of the sensor, inject clean air into the air chamber, 

and fully contact the sensor array for 5 min to obtain its baseline value. 

 Step 2: Data sampling, inject the target gas into the gas chamber 7 min to 

obtain the response value of the sensor. 

 Step 3: Cleaning phase, clean air is injected into the air chamber to fully 

contact the sensor array for 5 minutes to restore the sensor to the baseline 

value. 

The response curve of the sensor array during one single sampling is shown in 

Figure 2. 

 

Figure 2. Response of sensor array 

As shown in Figure 2, we can learn that the first 5 min is to process the sensor 

array to return to the baseline value, 5 min to 12 min to make the sensor array response 

stage, 12 min to 17 min is to inject clean air, clean the sensor array to return to the 

baseline value. 
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3. Broad learning system 

BLS has a very simple network structure, which makes its training time shorter. The 

structure of BLS is shown in Figure 3, BLS generates mapping features from the 

original input data X through a random mapping method, and saves them in feature 

nodes Z, and generates enhancement nodes H through random mapping of feature 

nodes to broaden the network horizontally. Then the generated feature nodes and 

enhancement node are connected horizontally as the input of the model, and after input 

the data, get the output of the network. Finally, the ridge regression algorithm is used to 

calculate the connection weight between the network input and output. The detailed 

derivation process is as follows. 

 

Figure 3. Structure of BLS 

Assuming that the input original data is X, the i-th mapping feature
i

Z is generated 

as follow: 
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enhancement features for horizontal connection. The values of i and j are determined 

by the complexity of the modeling task. 

        In order to obtain better classification results, it is necessary to have a good input 

feature representation. In the process of random mapping, weights and biases are 

randomly generated, but the randomness is unpredictable. In order to overcome the 

nature of randomness, by fine-tuning 
ei

W  and 
ei

  through the sparse autoencoder 

method, more essential features can be explored. Assuming that m feature nodes and n 

enhancement nodes are generated, all nodes are horizontally connected to form the 

input of the model, namely ]|[ nm

HZA  . Therefore, the input Y of the BLS model can 

be expressed as: 

Y. Wang et al. / A Classification for Electronic Nose Based on Broad Learning System 477



AWY    (3) 

where W is the connection weight of the broad network. And W can be calculated by a 

simple method, which can be expressed as YAW


 , where 


A is pseudo-inverse 

matrix of BLS mapping matrix A. Then, the solution of the matrix pseudo-inverse 

problem is transformed into 
2
l norm regularized BLS, which can be expressed as the 

following convex optimization problem: 
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where the second term in the above formula further restricts the weight W,   is 

the regularization coefficient. 

Therefore, We can use formula (5) to calculate W: 
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where I represents the identity matrix. 

BLS extracts important features through random mapping. Simultaneously, the 

output result of the model is compared with the actual label to obtain the classification 

accuracy. Consequently, the BLS model perfectly combines feature extraction and 

classification recognition, so that parameter settings and model modifications can be 

unified through the obtained accuracy of classification, making the model more 

efficient. 

4. Results and discussion 

We will briefly introduce the process of sample sampling in this section. The citrus 

juice data set used in this article is composed of data collected in 5 storage stages of 

citrus juice through the sensor array in the E-nose. Each stage is sampled for 24 times, 

and a total of 120 sampling experiments in 5 stages, 400 points which are selected from 

each response curve of sensors are input into BLS, 75% of samples are used as training 

samples, and the rest are used as test samples. As shown in Figure 4, it is the data 

obtained in one sampling. The data in the boxes are randomly selected. There are a 

total of 400 boxes, which represent the response scatter points of 400 sensing matrices 

are selected. 

In order to prove the availability of BLS, we compare BLS with LDA and RNFNN, 

and make the correct rate of the training set and the test set as indicators to evaluate its 

performance. Each program runs 10 times, and then takes the average as the final result. 

The final accuracy of classification are shown in Table 1. 

From Table 1, we know that the classification accuracy of BLS training data set 

and test data set are higher than LDA and RBFNN, which shows that BLS has good 

performance in classification recognition. 
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Figure 4. Schematic diagram of obtaining input BLS data in one sampling. 

Table 1. Classification recognition rate of different classifiers (%) 

 LDA RBFNN BLS 

Training set 77.58 80.24 99.96 

Test set 51.67 60.00 95.11 

We also explored the training time of BLS and compared it with the training time 

of LDA and RBFNN. Each program runs 10 times, and then takes the average as the 

final result. The final results are shown in Table 2. 

Table 2. Running time of different classifiers 

Classification algorithm Running time

LDA 0.5616

RBFNN 171.5596

BLS 8.7371

Table 2 lists the results of  running time of the LDA, RBFNN and BLS. We can 

find that the running time of LDA is the shortest, while the running time of RBFNN is 

the longest. Though the running time of BLS is longer than LDA, but much shorter 

than RBFNN. 

Combining Table 1 and Table 2, we can conclude that the BLS classifier has a 

greater improvement in recognition accuracy than LDA and RBFNN, and the running 

time of BLS is much less than RBFNN, just slightly longer than LDA with the higher 

recognition accuracy. Therefore, BLS has a better advantage in classification 

recognition.  

5. Conclusion 

In this paper, we propose a novel classifier based on BLS to improve the classification 

accuracy of the E-nose for different storage periods of citrus juice. BLS has some 

advantages that traditional classifier do not have. On the one hand, BLS has a simple 

flat network structure. The simple structure means that the model training time is short. 

On the other hand, BLS effectively combines feature extraction and classification 

recognition. The two-stage requirements can be unified, and the parameters and 

structure of the model can be uniformly adjusted from the final classification results, 

thereby further improving the classification recognition rate. Comparing BLS with 

LDA and RBFNN, we can find that BLS has a greater improvement in the 

classification accuracy of orange juice storage period, and the training time is shorter. 

Through the research in this article, we believe that BLS is a good classifier of E-nose. 

This article proposes a better classification method to deepen the theory of broad 

learning system and expand its application range. For our citrus data, it can better 

classify the different storage periods of citrus, and promote the practical application of 

E-nose in the field of citrus. However, the weight matrix in the BLS model is generated 
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randomly and has a strong uncertainty. Therefore, we can optimize the weight matrix 

assignment method to further improve the accuracy in future work. 
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