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Abstract. Statistics show that power theft is one of the main reasons for the 
dramatic increase in power grid line loss. In this paper, a genetic algorithm is used 
to optimize a neural network and establish a power theft prediction model. With 
the grey prediction model, the predicted values of variables are obtained and then 
applied to the prediction model of a GA-BP neural network to obtain relatively 
accurate predictions from limited samples, reducing the absolute error. Through 
the two levels of prediction and analysis, the model is demonstrated to have good 
universality in predicting power theft behavior, and is a practical and effective 
method for power companies to carry out power theft analysis. 

Keywords. Genetic Algorithm, Neural Network, Electricity Theft Prediction 
Model, Grey Model, Electricity Anti-Theft 

1. Introduction 

Traditional power theft investigation involves the observation of line loss and power 

consumption data of the area of jurisdiction[1-3]. The staff of the power supply office 

determine a list of suspects according to their experience and specifications, and 

determine power theft behavior in combination with on-site investigation. 

With the continuous evolution of big, hierarchical data, numerous prediction 

methods via data analysis have emerged[4-5]. Zheng[6] modeled and analyzed daily 

electricity consumption data based on the LeNet-5 convolutional neural network, and 

then used a double-layer deep network to conduct in-depth mining of user information, 

line loss in the platform area and other data, laying a foundation for accurate 

anti-power theft. Cai et al.[7] analyzed the correlation of user data and applied a 

machine learning decision tree method to help staff to determine whether a user has 

stolen electricity in a time period, and effectively reduce the economic loss. Li et al.[8] 

studied the potential relationship between electricity consumption behavior and 

electricity cost risk through big data analysis, so as to accurately locate users who are 

potentially stealing power. Li et al.[9] constructed a relevant line loss model by using a 
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neural network in a data-driven way, and realized the theoretical calculation of line loss 

and judgment of potential power theft.  

With reference to previous studies, we decided to adopt different methods for 

prediction and then introduce the grey prediction model. The data obtained using the 

grey prediction model is applied to the GA-BP algorithm, so as to obtain the proposed 

method of determining suspicion of electricity theft. 

2. Theoretical analysis of the GA-BP algorithm 

2.1 BP neural networks 

The structure of the backpropagation (BP) neural network topology is shown in Figure 

1. A BP neural network input variables through the excitation function and adjust each 

layer connection weights threshold eventually nonlinear mapping to the output variable. 

In order to make the network output variable consistent with the expected output, 

learning generally requires several repetitions; the error value tends to zero and 

ultimately achieve zero[10-12]. 

 

 

 
Figure 1: Topological structure of a BP neural network. 

 

The BP neural network algorithm process is as follows: 

Suppose the input matrix of the sample is X =( x�� ), �i � 1,2,3, ⋯ , m; j �
1,2,3, ⋯ p�, each row of data represents a group of input samples, and each group of 

input samples corresponds to a group of output samples, so the actual output samples 

corresponding to all input samples are XY � �y�,y�,y�,⋯,y	�
. Each of these columns is 

an index of the sample, so the input sample I� of the input layer is equal to X.  

If the hidden layer of the network contains m neurons, weight matrix W �
�W���, �i � 1,2,3, ⋯ , m; j � 1,2,3, ⋯ p� , threshold matrix B � �b�, b�, ⋯ b��
 , the 

input of the hidden layer is: 

 I� � W��X�	

′ � Bones��	  (1) 

ones��	 is a matrix where all of the elements of the 1 ! n vector are 1. The selection 

of the hidden layer excitation function is a unipolar S function, whose expression is: 

 f�x� � �

�����
  (2) 

The output of the hidden layer can be obtained as follows: O� � f�I��. The input 

X. Chen et al. / Application of Grey Prediction in a GA-BP Power Theft Algorithm126



to the output layer is: 

 I� = X��O� + B�� + ones�×�  (3) 

Since the transfer function is a linear function, the output of the output layer can be 

considered to be O� = I�. In order to obtain connection weight threshold adjustment 

between layers, the chain rule is used: 

 ∆W�� = −η
�	

�
��
= −η(Y − O�)O�

�  (4) 

 ∆B�� = −η
�	

����
= −η�Y − O��ones�×�  (5) 

Again, ones�×� is a matrix where all of the elements of 1 × n are 1. By formula 

(2), f ��x� = f�x�[1 − f�x�]. The weight threshold adjustment between hidden layers is 

further calculated as: 

 ∆W�� = −ηW′��(Y − O�)O�(1 − O�)  (6) 

 ∆B�� = −η
�	

����
= −ηW′��  (7) 

According to formulae (4) ~ (7) it can be seen that the correct initial threshold can 

be determined from the second to the first cumulative power threshold; thus, the 

accuracy of the training is decided by the selection of the initial weight threshold. If the 

initial threshold selection is not appropriate, it is likely to result in slow convergence 

and ease of falling into local optimal solutions, so the right choice of initial threshold is 

important[12]. 

2.2 BP neural network optimazation with GA 

A genetic algorithm (GA) is a global heuristic search algorithm inspired by biological 

evolution[13]. As a GA is a global search algorithm that can find the global optimal 

solution, this can address the deficiency of BP neural networks that have a tendency to 

converge to sub-optimal solutions. Hence, this paper uses a GA to optimize the BP 

neural network to ensure the accuracy of the model prediction results[14]. 

2.2.1 Coding and population initialization 

The premise of using a genetic algorithm is to encode the solution of a problem into the 

form of a string. This is achieved using a binary encoding, the simplest coding method 

[15]. N initial string structures are randomly generated at first, each representing an 

individual; the N individuals constitute a population. The algorithm begins evolution 

with this population, initially. 

2.2.2 Fitness assessment 

Fitness indicates the quality of an individual solution, and the mean squared error 

between the predicted result and the actual result is taken as the evaluation of 

individual fitness [16], The calculation is as follows: 

 � = ����� − 	� =
�


∑ (�� − ��)�

���     (8) 
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where n is the number of inputs to the samples; y� is the prediction of the network; 

o� is the actual result, �� is the mean squared error function. 

2.2.3 Model building 

Based on the optimization of weights and thresholds of the neural network by the GA, 

the structure of the neural network is designed, including the selection of the input, 

output, data processing, the number of hidden layer nodes, and the selection of the 

activation function. 

Step 1: Vector selection Inputting.  

The input vector of the mathematical model in this paper is the evaluation of a 

user's electricity consumption status, including the month, energy efficiency level of 

the user, monthly electricity consumption, service meter type, line loss rate, three-phase 

voltage imbalance rate, three-phase current imbalance rate, power factor, single 

consumption and event record. The internal characteristics of each index intersect, and 

the index data are correlated and influenced by each other. 

Step 2: Selection of output vector. 

In order to evaluate the power consumption status of users, the suspected power 

stealing factor and mode are considered as the output of the network. Here, this is 

divided into either not electricity-stealing (represented by 0) or suspected 

electricity-stealing (represented by 1). 

2.2.4 Slection Practicing 

The selection operator in GAs aims to select individuals with strong adaptability to 

reproduce in the next generation. This paper adopts the proportional selection strategy; 

assuming that the total number of individuals in the population is N, then the fitness of 

individuals n is: 

 �� =
� ��⁄

∑ � ��⁄�
���

  (� is the coefficient)  (9) 

2.2.5 Crossover and mutation 

In this paper, some genes were exchanged among chromosomes by single point 

crossover. For mutation, a simple bit flip approach is used. 

3. Application of grey prediction in GA-BP power theft prediction 

This section details the GA-BP neural network model for power theft analysis. The 

evaluation indexes of the power sample data is used as input to the grey model. The 

output is the suspected behavior: 1 represents unusual behavior, whereas 0 means 

normal behavior [17]. 

3.1 Data preprocessing 

The test data in this paper are from a power supply company, which is low-voltage 

non-residential user data. The data of 560 users used. Of these, 10 had stolen electricity, 
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while the remaining 550 had not. 

First of all, it is necessary to determine the evaluation indexes regarding electrical 

power theft from the power metering data. According to the result of data analysis and 

measurement of electrical parameter can affect the watt-hour meter and watt-hour 

meter measurement error to some changes in the electrical parameters, selected the 

monthly electricity consumption and the area line loss, maximum line loss, power 

factor, the three-phase imbalance rate and contract constitute the power capacity than 

the six electrical parameters evaluation index system, and then in order to eliminate the 

index data and the dimensional difference between the order of magnitude. An index is 

normalized as follows [18]: 

 x′ = b + (a − b)
����	


�������	

  (10) 

The data in the electric theft evaluation index system are normalized to the interval 

[a, b]. Here, x′is the normalized data and x is the original data for each index. The 

maximum value for each index is x���, and the minimum value is x���. In this paper, 

[0,1] normalization is adopted [19]. 

3.2 GM(1,1) prediction 

The grey prediction model GM(1,1) requires less modeling information, is easy to 

operate, and has high modeling accuracy. Therefore, it has been widely used in various 

prediction fields, and is an effective tool to deal with small-sample prediction 

problems[20]. The following carries out correlation analysis on the data of selected 

power users. The variation law of the original data system is generated by gray, and a 

data sequence with strong regularity is generated, so the corresponding differential 

equation model is established. By the above methods, we obtain the time point of 

power user data or the predicted value of [21] in the future and its development trend. 

3.2.1 Parameter definition 

The original data sequence is: 

 �(�) = (�����1�, �����2�, ⋯ ⋯ �������)  (11) 

The new sequence x(�) is generated from the growing sequence of original data: 

 x(�) = (x����1�, x����2�, ⋯ ⋯ x����n�)  (12) 

The grey derivative is defined as follows: 

 dx����k� = x����k� = x����k� − x���(k − 1)  (13) 

Let z��� approximate the sequence x(�):  

 z����k� = 0.5x����k� + 0.5x����k − 1�, (k = 1,2, ⋯ , n)  (14) 

 z(�) = �z����2�, z����3�, ⋯ , z����n��  (15) 

Therefore, the grey differential equation, GM(1,1), is: 

 �������� + �������� = �  (16) 
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Let x����k� + az����k� = b， x���(k) is grey differentiable, then a is uniformly 

continuous, parameter z���(k)  is white, b  for the grey parameters. Entering the 

parameter k = 1,2,3, … , n into  

 x����k� + az����k� = b  (17) 

we obtain: 

 ⎩⎨
⎧x����2� + az����2� = b

x����3� + az����3� = b
⋯ ⋯

x����n� + az����n� = b

  (18) 

Let Y = (x����2�, x����3�, ⋯ , x����n�)�, u = (a, b)�, 

 B = ⎣⎢⎢
⎡ −z����2�, 1

−z����2�, 1
⋮ ⋮

−z����n�, 1 ⎦⎥⎥
⎤
  (19) 

Y is a data vector, B is a data matrix, where z���(i) is the row vector formed by 

the prediction data obtained from (14) and (15), and u is a parameter vector. Therefore, 

the GM(1,1) model can be expressed as a matrix equation Y = Bu. This can be 

obtained by the least squares method: 

 #$ = (�$, �%)� = (&�&)��&��  (20) 

3.2.2 Prediction calculation 

By calculating the grey differential equation, we can get the prediction model: 

 ' ������ + 1� = (�����1� −
�

�
)���� +

�

��$����� + 1� = exp ��$����� + 1� − �$������� ,� = 1,2,3 ⋯ , �   (21) 

At the same time, the original data sequence is obtained through a dimension 

reduction calculation: 

 x$����i� = x����i� − x���(i − 1)  (22) 

When using the GM(1,1) grey prediction model to carry out analysis of power 

theft, the sequence is as follows: 

 x(�) = (x����1�, x����2�, ⋯ ⋯ x����n�)  (23) 

x(�)  is defined as the metering value of the electrical energy, so 

(x����1�, x����2�, ⋯ ⋯ x����n�) is the sequence formed by the influencing factors of 

electric energy measurement, and i is a time-related variable, so as to achieve time 

series prediction. 

The next part will perform data processing on the influencing factor variables that 

need to be considered for prediction (as shown in Table 1). The predicted values of 

these variables are used in the prediction model of the GA-BP neural network. 
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Table 1: Normalized sample data sheet 

Number Electricity 

consumption 

Maximum 

line-loss 

Line-loss in the 

platform area

Three phase 

unbalance rate

Power 

factor

capacity  

ratio

Power 

stealing 

1001 0.42412 0.98963 0.99522 0.75942 0.12934 0.82645 0 

1002 0.39484 0.98412 0.98373 0.28438 0.23643 0.75244 0 

1003 0.21948 0.99762 0.97633 0.26474 0.28233 0.82545 0 

1004 0.47283 0.93266 0.99274 0.26154 0.25344 0.71265 0 

1005 0.52934 0.97883 0.93744 0.57584 0.17464 0.82514 0 

1006 0.54654 0.87354 0.91983 0.43495 0.27544 0.82645 0 

1007 0.40285 0.92364 0.91954 0.74387 0.03634 0.87555 0 

1008 0.21847 0.89736 0.87625 0.67352 0.12846 0.86456 0 

1009 0.08475 0.93764 0.89736 0.83575 0.28746 0.68553 0 

1010 0.22847 0.98964 0.91747 0.03754 0.27645 0.67329 0 

1011 0.47383 0.97253 0.93865 0.53856 0.12764 0.67454 0 

1012 0.68873 0.58373 0.92745 0.83263 0.24675 0.73585 0 

1013 0.41847 0.96386 0.92764 0.54925 0.12644 0.97353 0 

1014 0.28465 1.00000 0.95274 0.85636 0.37563 0.85347 0 

1015 0.58736 0.98363 0.92424 0.74495 0.47563 0.59463 0 

1016 0.56285 0.96342 1.00000 0.53956 0.42545 0.73554 0 

1017 0.60745 0.91735 0.93856 0.35753 0.24633 0.67833 0 

1018 0.57957 0.89622 0.95854 0.66833 0.26496 0.83685 0 

1019 0.34756 0.87654 0.93246 0.75554 0.00000 0.68364 0 

1020 0.05833 0.96252 0.93654 0.32755 0.27614 0.56533 0 

1021 0.00000 0.87226 0.82558 0.02154 0.12755 1.00000 0 

1022 0.27445 0.95252 0.85553 0.28564 0.28468 0.38653 0 

1023 0.54123 0.93846 0.98365 0.44954 0.28645 0.68365 0 

1024 0.72389 0.58323 0.95853 0.22385 0.25385 0.74638 0 

1025 0.82745 0.00000 0.85853 0.13587 0.12865 0.65385 1 

1026 1.00000 0.07116 0.85255 0.00000 1.00000 0.00000 1 

1027 0.97847 0.04001 0.00000 0.04734 0.49766 0.49275 1 

3.3 Genetic algorithm optimization 

In order to improve the data obtained from the grey prediction model, this article uses 

the genetic algorithm optimization toolbox[22] from the University of North Carolina. 

In the genetic algorithm used in this paper, the specific parameter settings are: 100 

iterations maximum, the population size is 500, the probability of selection is 0.9, the 

mutation probability is 0.09, and the crossover probability is 0.5. The changes in the 

optimal fitness and the average fitness of population individuals are shown in Figure 2. 

After this process, the global optimal initial weight threshold can be obtained and 

used for BP network training. The BP network training parameters are set as follows: 

six input layer neurons, nine hidden layer neurons, 1 output layer neuron, a unipolar 

sigmoid function is used as the transfer function, the gradient descent trained function 
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is used as the corresponding training function, use the largest number of training for 

2000 times, the learning rate is 0.1, the target minimum mean variance is 0.003[23]. 

 

 

Figure 2. Fitness change over 100 iterations. 

3.4 Model testing 

The data obtained from the grey prediction model are used by the optimized BP neural 

network model, and the suspected power theft in the training data could be predicted 

more accurately. However, the predicted results exhibit overfitting after network 

optimization, so it is still necessary to use the data in the test samples and further verify 

the accuracy of the model. The test set data is imported to verify the model, and the 

predicted results are shown in Figure 3. 

 

 

Figure 3. BP and GA-BP model test results. 

 

As can be seen from Figure 3, the predictions of the BP neural network optimized 

by the GA are closer to the expected values than the unoptimized BP neural network. 

4. Conclusion 

Using the implementation in this paper, via the grey prediction model, we forecasted 

data related to power consumption on the time dimension. The prediction after data 

processing is input to the GA-BP neural network model in order to predict power theft. 

To a certain extent, the grey prediction model reduced the absolute error of the test data, 

and provides a long-term and short-term forecast analysis. By combining the grey 
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prediction model with the neural network analysis, the prediction and analysis on two 

levels make the model have better universality for the prediction of electric theft 

behavior, and provide a practical and effective method for related industries to carry 

out power theft detection. Future work will focus on accessing the large data collected 

by the information acquisition system and stored in a database, completing the 

assessment of the power consumption status of a large range of power users, and 

providing technical support for realizing the intelligent control of the power industry. 
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