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Abstract. Concerning the problem that the current facial expression analysis based 
on convolutional neural network (CNN) only uses the features of the last 
convolutional layer but the recognition rate is not high, this paper proposes the use 
of sub-deep convolutional layer features and builds a CNN model which fuses the 
features of multi-layer convolutional layers. The model uses a CNN for feature 
extraction and saves the deepest feature vectors and sub-deep feature vectors of the 
expression images. The sub-deep feature vector is used as the input of the 
multilayer CNN established in this paper. The processed fourth convolution layer 
feature is fused with the deepest feature previously saved to perform facial 
expression analysis. Experiments are performed on FERPLUS dataset, 
Cohn-Kanade dataset (CK+) and JAFFE dataset. The experimental results show 
that the improved network structure proposed in this paper can capture richer 
feature information during facial expression analysis, which greatly improves the 
accuracy of expression recognition and the stability of the network. Compared 
with the original CNN-based facial expression analysis using only the last layer of 
convolution layer features, using multi-layer fusion features on three kinds of 
datasets can improve the expression recognition rate by 33. 3%, 2.3% and 22%, 
respectively.  

Keywords. Convolutional neural network, features of sub-deep convolutional 
layers, multi-layer convolutional layer Feature fusion, facial expression analysis 

1. Introduction 

Facial expression analysis refers to the use of computers to analyze human facial 

expressions and changes through pattern recognition and machine learning algorithms 

and to judge human psychology and emotions, thereby achieving intelligent 

human-computer interaction [1]. Deep convolution neural network has the outstanding 

characteristics of unsupervised feature learning, which has been proved to have the 

ability to mine the deep potential distributed expression features of data in the fields of 

image, speech and text. It is very effective when using deeper levels (ie with many 

layers) to learn features with high level of abstraction [2]. Therefore, in facial 

expression analysis, CNNs are also often used [3-4], using the powerful learning 

capabilities of CNNs to learn deep feature representations of expression pictures. 
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The CNN can be regarded as a combination of feature extraction and classifier, 

which maps the image layer by layer and the result is the result of feature extraction. 

Judging from the mapping of its various layers, it is similar to a feature extraction 

process and features at different levels are extracted.  Through continuous interactive 

mapping and finally mapping to several labels, it has the function of classification. 

However, the features extracted by the intermediate convolutional layer also include 

certain information and have a certain expression ability for the image [5]. Ali 

Mollahosseini [6]et al.   proposed a deep neural network architecture to address the 

facial emotion recognition problem across multiple well-known standard face datasets; 

Hui Ding [7]et al. proposed a novel idea for training facial expression analysis 

networks based on static images, because the deep features may contain redundant 

information from the pre-training domain. These show that the use of intermediate 

convolutional layer features can improve the feature representation of pictures and then 

improve the accuracy of deep convolutional network classification. At present, most 

deep learning models for facial expressions have low accuracy and weak feature 

representation capabilities. 

Based on GoogleNet Inceptionv3 [8] network for facial expression analysis, this 

paper proposes a fusion neural network structure with multiple convolutional layers to 

improve the expression recognition rate. The feature of sub-deep convolutional layer 

using CNN is proposed to ensure that deeper features can be obtained if the original 

features are relatively complete. The model is based on the GoogleNet Inception v3 

network. First save the feature vector of the deepest convolutional layer currently used 

by the CNN and the feature vector of the sub-deep convolutional layer proposed in this 

paper; Secondly, the sub-deep high-dimensional feature vector is used as the input of 

the multilayer CNN established in this paper for training; Finally, the processed 

convolutional layer 4 features are fused with the deepest feature vector previously 

saved to perform softmax feature classification. 

The rest of the paper is organized as follows. Section II gives an overview of our 

proposed approach, describing the features of each layer of the CNN and the improved 

network structure proposed in this paper. It also includes the multi-layer CNN 

established in this paper. Section III provides experimental results. Section 

IV concludes the paper.  

2. Deep neural network 

In CNNs, different convolution kernels have different sizes and the receptive fields are 

different. CNN can be regarded as the combination of feature extraction and classifier. 

From the mapping of each layer of CNN, it is similar to a feature extraction process, 

which extracts different levels of features. The CNN can map the features to different 

labels, which makes the CNN have the ability of classification. In this study, CNN is 

regarded as a method of feature extraction. The traditional deep convolution neural 

network is divided into two parts: feature extraction and final classification. Among the 

basic CNNs for image classification, the best one is GoogleNet[9-10]. This network 

structure mainly uses a split-merge idea. First, it splits, makes many branches and each 

branch does its own convolution pooling, then the results are concatenated to form a 

better feature channel. Capturing multi-scale features improves multi-scale adaptability 

and increases the width of the network. This paper uses GoogleNet Inception v3    
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network for feature extraction. Figure 1 shows the last few layers of the Inceptionv3 

structure seen on the tensorboard [11] visualization. Currently the Inception v3 model 

trained on ImageNet uses the 1×2048-dimensional vector output from the last layer 

poo1_3 before softmax classification, but the recognition rate is not good for 

expression recognition. 

 

Figure 1. Tensorboard visualization node 

The CNN is to map the image layer by layer and the mapping result is the result of 

feature extraction. How many convolution kernels are there in each convolution layer 

will get the characteristics of how many channels. After visualizing the convolution 

layer through feature map [12], we can get the characteristic map of each channel and 

fuse each channel according to 1:1 to get the fused characteristic map, as shown in 

Figure 2. Because there are many convolution layers in Inception v3, there are also 

many convolution kernels in each layer, that is, many channels. Figure 2 only shows 

the features of the first 25 channels of the first convolution layer and the features after 

1: 1 fusion of all channels. Figure 3 shows the convolution feature map of all channels 

of different convolution layers. Through the visualization of the feature map, it can be 

seen that the shallow features tend to detect the edge of the image and the detected 

content is comprehensive. At the same time, there will be key information extracted 

(such as the bright eyes and mouth of the first convolution layer). With the deepening 

of the level, the feature image is more and more abstract and the resolution of the 

image is smaller and smaller. At the same time, a lot of information is ignored. 

Relatively speaking, the deeper the level is, the more representative the extracted 

features are. The current CNNs use only the features output by the last convolutional 

layer for classification and the intermediate feature information also has a certain 

ability to express images. 

H. Meng et al. / Fusion Multi-Layer Convolutional Layer Feature Neural Network 45



      

Figure 2. Feature map of the first 25 channels of the convolution layer 1 and the feature map of each channel 
after 1: 1 fusion 

 

Figure 3. Feature map of each convolutional layer after 1: 1 fusion 

This study proposes to use the output vector of the previous convolution layer 

mixed_10 of the convolution layer pool_3, that is, the input 1×8×8×2048 of pool_3 as 

the feature vector and extract the feature vector of the node mixed_10 and save it. The 

selection of sub-deep features can ensure that deeper features are obtained when the 

original features are relatively complete. The deeper the number of layers, the higher 

the level of semantic information and the more sufficient the semantic information is. 

For the 8×8×2048 feature vector after extracting the mixed_10 node, this study 

establishes a CNN structure as shown in Table 1 for training.   

Table 1.  Multi-layer convolutional network structure 

Layer Input(W*H*D) Kernel_num Kernel_size Stride Pad Out(W*H*D) 

Conv1 8×8×2048 2048 3 1 0 6×6×2048 

Conv2 6×6×2048 2048 3 1 0 4×4×2048 

Conv3 4×4×2048 2048 3 1 0 2×2×2048 

Conv4 2×2×2048 2048 2 1 0 1×1×2048 

Conv5 1×1×2048 1024 1 1 0 1×1×1024 

Conv5 1×1×1024 512 1 1 0 1×1×512 

Conv6 1×1×512 10 1 1 0 1×1×10 

The network structure designed in this paper is shown in Figure 4. After inputting 

facial expression pictures, they are sent to the GoogLeNet Inception v3 network for 

feature extraction and the deepest feature vector and sub-deep feature vector are 

extracted. The sub-deep features are processed using the multi-layered volume neural 

network established in this paper (that is, Table 1) and the processed feature vector 

output from the con4 layer is fused with the deepest feature vector of the original CNN 
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to obtain a fused feature vector with a size of 1×2048. Finally, the fused 

2048-dimensional feature vector is subjected to softmax classification.  

 

Figure 4. Designed Network Structure 

3. Experiment and Results 

The experiment is based on the deep learning framework tensorflow of Python3, using 

the operating system Windows10. Hardware configuration: the CPU is Intel (R) Xeon 

(R) gold 5122 CPU, the main frequency is 3.60ghz and the memory is 16.0gb; the GPU 

is NVIDIA geforce RTX 2080 Ti and the video memory is 16GB. This paper uses the 

FERPLUS dataset [13], the CK+ dataset [14] and the JAFFE dataset [15]. Among them, 

there are 10 categories of tags in the FERPLUS dataset: neutral, happiness, surprise, 

sadness, anger, disgust, fear, contempt, unknown, NF. This article removes the 

unknown and NF, which are a total of 8 expression categories. Both CK+ and JAFFE 

datasets have 7 expression categories. In this paper, the image is processed into a size 

of 299 pixels×299 pixels and the data set is divided into a training set, a verification set 

and a test set. The experimental settings train 6000 epochs, the initial learning rate is 

set to 0.01, the optimizer uses Adam and the batchsize is set to 100.   

The experimental steps are as follows: 

(1)Send the facial expression data set directly to the Inception v3 network for 

classification, save the feature 1×2048-dimensional vector of the bottleneck layer, that 

is, the feature of the deepest convolutional layer and save the 8×8×2048-dimensional 

feature vector output by the node mixed_10, that is, the feature of the sub-deep 

convolutional layer, records the final test results; 

(2)Extract the 8×8×2048-dimensional feature vector output by the mixed_10 node 

from the network model and save it. Send these 8×8×2048-dimensional vectors to the 

multi-layer convolutional neural network(that is, Table 1)established by us for 

classification, save the 1×2048-dimensional feature vectors of the con4 layer and 

record the final test results; 
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(3)The feature vectors of the bottleneck layer layer saved in step 1 and the feature 

vectors of the con4 layer in step 2 are fused and sent to a CNN for classification and 

the final test results are recorded.   

3.1 Experiment on the FERPLUS Dataset 

3.1.1 Deepest Feature Training Experiment 

The FERPLUS dataset is sent to the inception v3 network for migration learning and 

the softmax layer was changed from the original 1000 class to 8 class for training 

classification. Each face expression picture is sent to the network and the features of 

the bottleneck layer layer, that is, the 1×2048-dimensional feature vector output by the 

node poo1_3 are extracted and saved. Each digit is a 32-bit floating point number, 

which is a total of 35887 pictures, which is 35887×1×2048. And save the 

8×8×2048-dimensional feature vector output by node mixed_10. Figure 5 is a graph of 

accuracy and loss function during training. Figure (a) shows a graph of accuracy of 

training and verification. Figure (b) shows a graph of loss function of training and 

verification. Orange represents training and blue represents verification. 

 

(a) Accuracy chart (b) loss function graph 

Figure 5. Accuracy curve and loss function of train and validation 

It can be seen from Figure 5 that the accuracy rate during training is stable on 

average at 60% and the loss function value is stable on average at 1.2; the accuracy rate 

during verification is stable at 46% and the loss function value is stable at 1.5 on 

average. The accuracy rate is relatively low, the loss function value is relatively large 

and the curve oscillation is relatively large and unstable. 

3.1.2 Sub-deep Feature Training Experiment 

In this paper, a multi-layer neural network is designed and the saved sub-deep feature 

8×8×2048-dimensional feature vector is used as the input of the multi-layer CNN for 

training and classification. Figure 6 is a graph of accuracy and loss function during 

training. Figure (a) shows a graph of accuracy of training and verification. Figure (b) 

shows a graph of loss function of training and verification. Orange represents training 

and blue represents verification. 
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(a) Accuracy chart (b) loss function graph 

Figure 6. Accuracy curve and loss function of train and validation 

It can be seen from Figure 6 that the accuracy rate during training is stable at 66% 

on average and the loss function value is stable at 1; the accuracy rate during 

verification is stable at 58% and the loss function value is stable at 1.2 on average. 

Compared with the traditional method, only the deepest features are used, the accuracy 

is improved, the value of the loss function is reduced, the amplitude of the oscillation is 

reduced and the curve is smoother. The effectiveness of using the features of the 

sub-deep convolutional layer proposed in this paper is proved. 

3.1.3  Fusion Feature Training Experiment 

The 1×2048-dimensional features of the conv4 layer processed by the multilayer neural 

network established in this paper are fused with the 1×2048-dimensional feature 

vectors output by the previously saved node pool_3 and the softmax layer is changed to 

8 classes for training classification. Figure 7 is a graph of accuracy and loss function 

during training. Figure (a) shows a graph of accuracy of training and verification. 

Figure (b) shows a graph of loss function of training and verification. Orange 

represents training and blue represents verification. 

 

(a) Accuracy chart (b) loss function graph 

Figure 7. Accuracy curve and loss function of train and validation 

It can be seen from Figure 7 that the accuracy rate during training is stable at an 

average of 70% and the value of the loss function is stable at 0.9; the accuracy rate 

during verification is stable at an average of 62% and the value of the loss function is 

stable at 1.1. Compared with using only the sub-deep features proposed in this paper, 

the accuracy rate has been improved again, the loss function value has been reduced, 

the oscillation amplitude has become smaller and the curve has been smoother. It is 

proved that the use of the fused features can further improve the expression recognition 
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rate and network stability. That is, the effectiveness of the improved convolutional 

network structure proposed in this paper. 

3.2  Final Experimental Results  

We obtained three models trained and saved on the FERPLUS dataset through 3.1 and 

then performed the same experiments on the CK+ dataset and JAFFE dataset to train 

and save the models according to the above experimental steps. Finally, the test is 

performed on the test set and the experimental results are shown in the following table. 

Table 2. Test Results 

Test accuracy (%) FERPLUS CK+ JAFFE 

Primitive deepest feature 47.7 97.2 61.9 

Sub-deep features 

proposed 
59.4 98.9 72.3 

Fusion features proposed 63.6 99.4 75.5 

It can be concluded that: 

Test on the FERPLUS dataset, CK + dataset and JAFFE dataset. The test accuracy 

of the saved model trained using the original CNN on the final test set is 47.7%, 97.2% 

and 61.9%, respectively; The accuracy of the model trained and saved using the 

features of the sub-deep convolutional layer proposed in this paper is 59.4%, 98.9% 

and 72.3% on the final test set; Using the trained and saved model after fusing two 

features, the test accuracy on the final test set is 63.6%, 99.4% and 75.5%, respectively. 

The use of the fused features is 33.3%, 2.3% and 22% higher than using only the 

deepest features in the original CNN. Compared with the sub-deep features using only 

the CNN proposed in this paper, it has improved by 26.7%, 1.7% and 16.8%, 

respectively. It is proved that the convolutional network structure proposed in this 

paper, which integrates the features of multi-layer convolutional layers, effectively 

improves the expression recognition rate. 

4. Summary and Discussion 

The current CNN uses only the last layer of convolutional layer features for facial 

expression classification, but the effect on expression recognition is not high. This 

paper proposes a multi-layer convolutional layer feature vector neural network model, 

which combines the deepest feature vector and sub-deep feature vector of the CNN for 

facial expression analysis. The experimental results show that the improved network 

structure proposed in this paper can capture richer feature information, thereby 

improving the expression recognition rate. 

But there are still many pacts need to be improved. (1)In this paper, only the 

deepest feature vector and the penultimate layer feature vector in the CNN are used for 

feature fusion. According to the use of the features of the convolutional layer by the 

full CNN, we can also try to use the previous layer or even the first two layers of the 

sub-deep feature vectors. However, at the same time, the amount of calculation will 

increase, which needs to be considered comprehensively. (2)Aiming at the problems of 

low resolution and high error rate of the data set, an expression database can be 

re-established to improve the expression recognition rate. (3) For the problem of low 
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discrimination between facial expression classes, the softmax loss function can be 

researched and changed, so that the CNN is more suitable for facial expression 

classification.   
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