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Abstract. Generally, people prefer their audio to be with very good clarity. 
They want no disturbances during any interaction and while listening audio 
files. Automated systems to remove disturbances in an audio file to bring 
good clarity real time audio communications are in high demand. In this paper 
a deep learning model to detect the noises in a given audio file is proposed 
and it working principle is explained. The proposed model was trained, first, 
to predict the places of noise in the audio file by a well-defined training set 
which consists of set of audio files with the interval of clear audio and noise. 
After training, the proposed model predicts the area of disturbance (noise) in 
any given audio file using the integrated techniques of deep learning and 
audio processing, and the results are reported. The prediction accuracy of the 
model was found 90.50 %. 
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1. Introduction 

 

Sounds are one of the properties of environment. Accessing various aspects of sounds 

from the environment, studying their patterns and proposing ideas for reducing the 

sound noises are the upcoming research areas in the environmental studies. The 

environmental noise is defined as unwanted or harmful outdoor sound created by 

human activities. The sources for this noise are traffic, industry, airport and activities 

such as construction, rock-crushing and recreating activities etc. The noise level in 

environment is increasing year after the year, which is harmful for health of people. It 

is experienced by people that noise exposure not only affects their health, but can also 

affect their social and economic aspects. Hence, modern environmental noise 

monitoring systems that can continuously measure the sound levels and different noise 

sources are essential for present environmental conditions. Monitoring environmental 

noise, over a range of time and space, and making a comprehensive report which can 

be used further for designing novel noise detection algorithms is a challenging task. 

Because it involves high cost equipment and man power. However, investigating and 

implementing suitable automated systems for this purpose will save considerable 

amount of manual work and effort. The primary objective of this paper is to propose a 

system which can automatically detect noise in the original audio source. The Deep 

Learning (DL) methods have become popular nowadays for the conventional data 

analysis techniques, especially with video, image and audio dataset. As well as, these 
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 methods enables faster assess of large set of attributes from the source data. This 

paper proposes to use a DL model to present a simple but elegant noise detect 

algorithm from given audio files. 
                
2. Related works 

 

Evaluation of sound event detection, classification and localization of hazardous 

acoustic events in the presence of background noise of different types and restoring 

the original audio are the challenging and interesting research problems associated 

with acoustic research. This section summarizes various research articles in the 

literature presenting above acoustic research problems.  

 A work describing different approaches for anomalous noise detection with 

low-cost sensors is presented in [1]. This study includes both the synthetic and real-

life acoustic data. In [2], the authors have proposed an acoustic pattern classification 

algorithm which can automatically detect different noise sources. This algorithm was 

trained using manually annotated recordings and was used to detect a target noise 

source in the presence of interfering noise sources. An automatic noise recognition 

system to monitor the noises due to aircraft is presented in [3]. This system does 

feature extractor and training-recognition using Hidden Markov Model. An approach 

deals with the problem of localization of impulsive disturbances in non-stationary 

multivariate signal is presented in [4]. The proposed approach was tested in two 

practical applications – elimination of impulsive disturbances from audio files and 

robust parametric spectrum estimation.  A sound source localization algorithm 

modeled based on the analysis of multichannel signals from the Acoustic Vector 

Sensor is presented in [5] 

 [6] presents an Anomalous Noise Event Detector to differentiate Road 

Traffic Noise and Anomalous Noise Events. This detector was developed using a 

distributed low-cost acoustic sensors of Wireless Acoustic Sensor Networks. This 

detector uses a two-class audio event detection and classification approach. 

 A non-negative matrix factorization based approach to adaptive noise 

reduction for sound events is presented in [7]. This approach first employs a noise 

dictionary learning process which supports the source separation framework 

construction. Then, a separation process to filter the target sound event from the noise 

is carried out.  

 The work investigating the problem of detecting hazardous events on roads 

by designing an audio surveillance system that automatically detects perilous 

situations such as car crashes and tire skidding, is presented in [8]. This work 

combines time-domain, frequency-domain, and joint time-frequency features to detect 

events on roads. 

 A two stage approach which includes detection and interpolation is presented 

in [9]. This approach is to restore the audio signals corrupted by noises. In detection 

stage the degraded audio signal is taken as input and detects the locations of the 

degraded samples. In the interpolations stage the degraded locations are replaced with 

appropriate values.  

 There are attempts in the literature to detect and restore the audio signals 

corrupted by random-valued impulse noise. The work presented in [10] is an example. 

The authors have analyzed the noisy samples with a cascading of stages and compared 
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the similarity degree between the samples and their neighbors. Detecting sound events 

in audio streams is a widely used application. A solution for sound event detection in 

mobile platform is presented in [11]. This detection process included acquisition of 

sensor data, processing of audio signals, and detecting and recording of sound events. 

 Using neural networks for above said research works are also widely tried 

out and are still in further developments. In such cases finding suitable training sets 

and test tests of audio files is the challenging task. The issue of acoustic mismatch 

between the noisy training set and the test set, due to reason that they are different 

sources, is addressed in [12]. The authors have proposed a dataset and a base line 

system for foster label noise research. In [13], a study on creating Artificial Neural 

Networks (ANN) and Recurrent Neural Networks (RNN) models to classify the sound 

sources from a pool of sound clips collected at various streets is presented. An 

existing audio set is used as training data set in this work.  The trained model is 

tested on classifying the sound classes present in the urban streets. Considering the 

challenges in the video surveillance systems, the audio surveillance systems are in 

development to render suitable supports to the video surveillance systems. Monitoring 

and detecting dangerous audio events is very important in audio surveillance systems. 

A significant task is to detect the impulsive noises.  Computationally efficient 

methods for detecting non-Gaussian impulsive noise in digital speech and audio 

signals are presenting in [14]. The authors in [15] presented a review report for the 

impulsive sound detection algorithms. The sounds from dangerous events such as 

gunshots, explosion and human screaming are classified as impulse sounds. 

Algorithms relating the impulsive noise detection with impulsive sound detection are 

also highlighted. A median filter based detection system for automatic detection and 

recognition of impulsive sounds is proposed in [16]. The proposed system was 

evaluated with a sound database with more than 800 signals recorded from noise 

environment. Indoor audio monitoring software to detect impulse sounds is proposed 

in [17]. This software has three stages of implementation (1) audio acquisition (2) 

preprocessing and (3) sound detector. The deep learning and machine learning 

approaches have become common and most popular problem solving tools nowadays. 

They are showing their superiority in solving complicated problems around us, to cite 

but few references are given in [18], [19], [20] and [21][24].  In spite of all the above 

related works in acoustic research, this paper proposes a system with a deep learning 

neural network model to predict the presence or absence of disturbances (noises) in 

the given audio files. The working structure of the proposed system and the results 

obtained implementing it are explained in the subsequence sections. 

 

3. Proposed System 

 

The proposed system works as follow.  

1. A huge audio file in ‘.wav’ format is given as input to the system. s 

2. The audio file is broken into multiple small audio files using a given specified 

     interval. 

3. The small audio files are labelled as ‘Speech’ or ‘Not speech’. 

4. Each audio file is converted into Numpy array by using MFCCS library.  

5. The converted arrays are passed to the model for training. The MFCCS by default 

returns 26 features, each row holds 1 feature vector. 
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6. The model is trained to get the prediction (Binary classification). 

3.1.   Model description  

A sequential model is used in the proposed system, as sequential models are generally 

good for deep learning models.  

a) The first layer is a dense layer with a total of 25 neurons. The dense layer is a 

classic fully connected neural network layer, in this each input node is connected to 

each output node. A dense layer represents a matrix vector multiplication (assuming 

the batch size is 1). The values in the matrix are the trainable parameters which get 

updated during back propagation. 

��^T�.W, W∈ (�^(n x m )       (1) 

The first layer generates a m dimensional vector as output. It changes the dimension of 

the given vector, mathematically, applying rotation, scaling and translation 

transformation to it. 

(a) The second layer is again another dense layer with 15 neurons. 

(b) The third layer is the final output layer with 1 neuron, as the system is doing a 

binary classification. The classes are class A – Audio/Speech and class B – 

Disturbance/Non Speech. They are represented with ‘1’ and ‘0’, respectively. 

The configuration of the model is described in Table 1.  

 
Table 1. Model Configuration. 

Model Content Details

First fully connected Layer 25 nodes, ReLU 

Second fully connected Layer 15 nodes,ReLU 

Output Layer 

Binary classification  
and Sigmoid Activation 

Optimization function Adam 

Learning Rate 0.01

Metrics Accuracy 

 

4. Results and discussions 

 

The performance of the proposed system which predicts the disturbances in the given 

audio file is measured using the accuracy of prediction. In initial stage, during the 

training process, the data is split in to training data and validation data. In this 

experiment, 30% of the data is kept for validation. At the training stage, after each 

epoch, the model is evaluated on the validation data. After each epoch, the validation 

accuracy and validation loss are also measured along with training accuracy and 

training loss. The values measured are presented in Table 2. 

 

 

 

 

 
                                   

Kartik P V S M S and Jeyakumar G / A Deep Learning Based System to Predict the Noise 157



Table 2. The Values Measured For The Performance Metrics 

Metrics Value 

Training Accuracy 90.50 %

Training Loss 0.26

Validation Accuracy 83.29%

Validation loss 0.35 

 

The optimizer used in the proposed system is ‘Adam’. It is an adaptive learning rate 

optimization algorithm designed specifically for training deep neural networks. The 

loss is calculated on Binary Crossentropy. It is a loss function used on problems 

involving yes/no (binary) decisions. To use Binary Crossentropy the Sigmoid 

activation function is to be used in the previous layer.The model in the proposed 

system is trained with a batch size of 32. In each epoch, 32 nodes get trained at once. 

It trains 1282239 training files which are in the form of numpy array. At the time of 

prediction with the test data, the system generates a series of 0s and 1s in the interval 

of 10 ms, denoting the ‘Audio’ or ‘Disturbance’ classes (0 refers to Disturbance and 1 

refers to audio). The intervals and their classification are depicted, as a sample, in 

Table 3. A sample output   showing the classification after the Audio files are split 

based on the intervals is depicted in Figure 1. The accuracy scores obtained by the 

system after each epoch is presented in Figure 2. 

 
Table 3. The Intervals And Their Classifications.  

 

 

 

 

 

 

Sno Left  Right Label 

0 0.00  2.50 NS 

1 2.50 3.31 S 

2 3.31 5.47 NS 

3 5.47 8.33 S 

4 8.33 11.05 NS 

5 11.05 11.38 S 

6 11.38 15.55 NS 

7 15.55 16.24 S 

8 16.24 20.23 NS 

9 20.23 24.38 S 

10 24.38 28.03 NS 

11 28.03 31.25 S 

12 31.25 34.41 NS 

13 34.41 35.50 S 

14 35.50 41.59 NS 

15 41.59 43.58 S 

16 43.58 50.11 NS 

17 50.11 51.43 S 

18 51.43 51.44 NS 

Kartik P V S M S and Jeyakumar G / A Deep Learning Based System to Predict the Noise158



 

Figure 1. Sample Output For Classification. 

 

Figure 2. The Accuracy Score Measured. 

5. Conclusions 

 

A system to detect noises in the given audio file, which was proposed, is presented in 

this paper. The proposed system detects and predicts the intervals in the audio file 

with noise. For the given audio file which is divided in to equal size small wave files 

with equal interval, the proposed system generates a sequence of 0s and 1s based on 

the presence or absence of disturbance at each interval. The performance of the 

proposed system is evaluated using the metrics – training accuracy, training loss, 

predication accuracy and predication loss.The performance of the proposed system 

can be further improved employing additional layers and features in the neural 

network. This system can be extended to delete the noise once it is detected from the 

source audio file. This is much useful in preserving important audio files with 

confidential information and listening to real time audio communications without any 

disturbance. 
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